




















































































































































THE CITY OF SPRINGFIELD, MASSACHUSETTS

MAYOR DOMENIC J. SARNO

HOME OF THE BASKETBALL HALL OF FAME

June 8,2018

Mr. Stephen Crosby, Chairman
Massachusetts Gaming Commission
101Federal St., 12thFloor
Boston, MA 02110

Re: MGM Springfield Liquor License Application via email: mgccomments@state.ma.us

Dear Chairman Crosby:

The City of Springfield is writing with regard to the Massachusetts Gaming Commission's
request for public comment on a draft of MGM springfield's gaming beverage license
application and, specifically, its request for extended hours on the gaming floor.

This is a very specific request to a unique venture and necessary restrictions and limitations are
being proposed. I have expressed in the past that I am open minded to the application. Based on
the City's review of the application, discussions with MGM Springfield and Commission staff,
as well as the supplemental information that MGM Springfield has agreed to supply, I write to
express the City's support of the MGM Springfield beverage application with the conditions
outlined here.

According to the license application,just like all bars in Springfield,MGM "bars" will close at 2
a.m. However, MGM Springfield is requesting extended alcohol service between 2 a.m. - 4 a.m.
limited to the casino floor and so long as the patron is actively gaming and so long as the
necessary restrictions and limitations are put in place. I believe this can accomplished safely.
However, I would suggest that the Commission monitor the situation closely, and review the
extended hours after ninety (90) days of operation, or sooner if significant problems are
encountered.

City of Springfield • 36 Court Street> Springfield,MA 01103-1687· (413) 787-6100



In addition, though substantially complete, it is my understanding that MGM Springfield
will be required to submit additional information - as highlighted in their application -
before their application will be approved. This information Includes, among other
things, further detail on physical features to be included in the outdoor plaza to provide
adequate assurance that the interests of the integrity of gaming and/or public health,
welfare or safety are met. Specifically, MGM Springfield will provide additional detail
regarding physical barriers and signage, as well as its security plans to monitor the outdoor
plaza area.

The opportunity for this casino developmentwithin the City of Springfield, given the devastation
and economic hardship experienced since the 2011 tornado requires that state and local officials
cooperate on keeping the focus on the potential for creating economic development in the City
and within our region. In short, I urge the Commission to approve the MGM Springfield
beverage application with the conditions as outlined above.

Very truly yours,

cc: Michael Mathis, President, MGM Springfield
Kevin Kennedy, CDO





AS Consulting, LLC 

PO Box 235 

Springfield, Ma 01101 

 

 

 
Massachusetts Gaming Commission 

101 Federal Street -12th Floor 

Boston, Ma 02110 

 

Attn: Catherine Blue, General Counsel 

 

Re: “MGM Springfield Liquor License Application” 

Subject: comments 

 

 

June 4, 2018 

 

 

We are a consulting firm representing several downtown Springfield liquor and food 
establishments which employ in excess of 400 individuals. Some of our clients have been in 
operation for over 40 years. 

First and foremost we commend MGM and the City of Springfield for their vision in focusing not 
merely on Gaming but expanding it into an Entertainment mecca. This area, definitely needs an 
economic development plan. Entertainment could become such a hub and driver. 

However, we also believe that the hours of serving liquor should be extended to 4:00 for all 
downtown hospitality/entertainment establishments for both economic and safety reasons. To  



that end we would ask the Gaming commission to approve MGM request AND also refer such 
decision to the Alcohol Commission for their recommendation. 

Thank you for your interest, 

 

Sincerely, 

Michael Brisbois 

Manager 

AS Consulting, LLC. 

 

 

 

 

 

 

 

 

 

 



 
Enrique and Steve,  
 
I’m emailing in follow up to our conversation last week; thank you for your willingness to consider DPH 
input regarding the potential expansion in the number of hours casinos can serve alcohol. Please see 
below from our experts in our Bureau of Substance Addiction Services. Thank you. 
 
 
Scientific literature & impact of extending drinking hours: in weighing the pros and cons of increasing 
the alcohol service hours by two hours, we examined systematic reviews of multiple studies. The 
conclusions quoted and referenced below are consistent: 

• “There was sufficient evidence in ten qualifying studies to conclude that increasing hours of sale 
by 2 or more hours increases alcohol-related harms. Thus, disallowing extensions of hours of 
alcohol sales by 2 or more should be expected to prevent alcohol-related harms, while policies 
decreasing hours of sale by 2 hours or more at on-premises alcohol outlets may be an effective 
strategy for preventing alcohol-related harms.”  Hahn, R. A., Kuzara, J. L., Elder, R., Brewer, R., 
Chattopadhyay, S., Fielding, J. & Lawrence, B. (2010). Effectiveness of policies restricting hours 
of alcohol sales in preventing excessive alcohol consumption and related harms. American 
journal of preventive medicine, 39(6), 590-604. (attached) 

• “Forty-four studies on density of alcohol outlets and 15 studies on hours and days of sale were 
identified through a systematic literature search. The majority of studies reviewed found that 
alcohol outlet density and hours and days of sale had an impact on one or more of the three 
main outcome variables, such as overall alcohol consumption, drinking patterns, and damage 
from alcohol. Conclusions: Restricting availability of alcohol is an effective measure to prevent 
alcohol-attributable harm.”  Popova, S., Giesbrecht, N., Bekmuradov, D., & Patra, J. (2009). 
Hours and days of sale and density of alcohol outlets: impacts on alcohol consumption and 
damage: a systematic review. Alcohol & Alcoholism, 44(5), 500-516. (attached) 

• https://alcoholjustice.org/news-2/blog/209-trading-hours/1335-4-a-m-last-call-research-
update-splash-effect-means-one-city-s-party-is-another-city-s-pain 

 
From a public health perspective, there are many factors to consider when weighing whether extending 
the timeframe casinos can serve alcohol from 2 am - 4 am will have an adverse effect on the 
surrounding populations. It is important to think of these consequences from a universal, as well as a 
selective/indicated population perspective.  From a universal perspective, there are factors that will 
adversely affect the general population.  
  

• First, scientific literature has shown that extending hours of alcohol sales will produce alcohol 
related harms for the general population (see above).  

• Second, this expansion might have a direct impact in the increase of DUI 
(http://walkerd.people.cofc.edu/360/AcademicArticles/JHE.pdf). Local emergency departments 
will need to prepare for increased patients, and local communities will need to determine how 
to get patrons home safely. For example, Connecticut conducted an extensive needs assessment 
to determine public health impact, and as a result, determined that a "safe ride" program for 
patrons to get home safely and reduce DUI (http://www.mapc.org/wp-
content/uploads/2017/11/Draft-Casino-Impact-Assessment-2013.pdf).  

https://alcoholjustice.org/news-2/blog/209-trading-hours/1335-4-a-m-last-call-research-update-splash-effect-means-one-city-s-party-is-another-city-s-pain
https://alcoholjustice.org/news-2/blog/209-trading-hours/1335-4-a-m-last-call-research-update-splash-effect-means-one-city-s-party-is-another-city-s-pain
http://walkerd.people.cofc.edu/360/AcademicArticles/JHE.pdf
http://www.mapc.org/wp-content/uploads/2017/11/Draft-Casino-Impact-Assessment-2013.pdf
http://www.mapc.org/wp-content/uploads/2017/11/Draft-Casino-Impact-Assessment-2013.pdf


• Third, there is also a direct impact on violence. A Norwegian study found that for every one hour 
extension, there was a statistically significant increase of 4.8% on assaults 
(https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3380552/).  

  
From a selective/indicated perspective, there are individuals and segments of the population that are 
already at risk. It is critical to think about the patrons that will be gambling on the casino floor that fall 
into this segment of the population. A percentage of those individuals will be at risk gamblers, or have 
gambling disorder 9GD). When considering this group, it is critical to think about the high rate of co-
morbidities among individuals with GD; specifically, there is a large overlap between SUD and GD, as 
well as GD and other psychiatric illnesses. Specifically the national comorbidity study & replication 
study conducted by Harvard Medical School and the World Health organization found that among 
individuals with gambling disorder 46.2% also had an SUD. Among SUD's, AUD was the most 
prevalent (https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2293303/).  
  

• In the BSAS treatment system, we see the same overlap between AUD and GD. In FY 16 among 
enrollments to BSAS treatment, 5.2% (n=4,766) reported a history among problem gambling. 
Among these individuals, the majority reported alcohol as their primary drug (41%). Also nearly 
half were between 25-34, and 82% were male.  Part of the DSM 5 diagnosis for any SUD, 
includes factors regarding consequences. For individuals that have both AUD and GD, and 
engage in drinking and gambling simultaneously; it can be difficult to set limits with either 
behavior. Studies have found that alcohol consumption is positively associated with the 
likelihood of experiencing any gambling-related problems and with the number of problems 
experienced (https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2710110/). Given the large 
overlap between SUD and GD, it is also critical to think about the individuals that have an opioid 
use disorder.  

• Similar to responsible gambling frameworks (Blaszczynski, A., Ladouceur, R., & Shaffer, H. J. 
(2004). A science-based framework for responsible gambling: The Reno model. Journal of 
Gambling studies, 20(3), 301-317.), it is critical to protect this segment of patrons by equipping 
casino employees with Narcan. There may be an opportunity to expand upon the casino kiosk 
staff and equip/train them on the use of Narcan and overdose prevention.    

 
• http://walkerd.people.cofc.edu/360/AcademicArticles/JHE.pdf   It is a link to  a Journal of Health 

Economics.  
 
Lindsey Tucker 
Associate Commissioner 
Massachusetts Department of Public Health 
Cell: 857.300.7937 
 

 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3380552/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2293303/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2710110/
http://walkerd.people.cofc.edu/360/AcademicArticles/JHE.pdf
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Abstract — Aims: The aim of this study was to examine recent research studies published from 2000 to 2008 focusing on availability
of alcohol: hours and days of sale and density of alcohol outlets. Methods: Systematic review. Results: Forty-four studies on density of
alcohol outlets and 15 studies on hours and days of sale were identified through a systematic literature search. The majority of studies
reviewed found that alcohol outlet density and hours and days of sale had an impact on one or more of the three main outcome variables,
such as overall alcohol consumption, drinking patterns and damage from alcohol. Conclusions: Restricting availability of alcohol is an
effective measure to prevent alcohol-attributable harm.

BACKGROUND AND CONTEXT

The World Health Organization (WHO, 2002) has indicated
that in developed countries the harm from alcohol is ranked
third out of 26 risk factors examined in terms of their contribu-
tion to disease, disability or mortality. The top two were tobacco
and blood pressure, respectively. Alcohol was third, and ahead
of the following risk factors: high cholesterol, body mass index,
low intake of fruit and vegetables, physical inactivity and illicit
drugs.

However, in contrast, in recent years, there are initiatives
in place that promote alcohol, increase access to alcohol and
stimulate alcohol sales. For example, in the UK, the rise in
the affordability of alcohol by 65% between 1980 and 2006,
the extension of hours of sale for both on-premise and off-
premise outlets in 2003, combined with extensive advertising
and the promotion of alcohol have been linked with an in-
crease in consumption and drinking-related damage (Heather,
2006; Leon and McCambridge, 2006; Anderson, 2007; British
Medical Association Board of Science, 2008).

In Canada, there has been extensive marketing and promotion
of alcoholic beverages by liquor boards working in concert with
alcohol producers (Giesbrecht, 2006; Giesbrecht et al., 2006).
In recent years, all jurisdictions within Canada have undergone
substantial changes in how alcoholic beverages are distributed
and sold. These changes have, for the most part, been gradual,
while in some cases they have taken place concurrently. The
most notable changes have included: an increase in alcohol
marketing and promotion, an increase in alcohol density within
retail outlets, an extension of hours and days of sale, and the
use of discounts or sale prices in order to promote sales.

Provincial liquor boards and commissions include manage-
ment of alcohol sales as part of their mandate. However, the
current control functions are narrowly restricted to social re-
sponsibility initiatives, interventions to control smuggling, con-
cerns about the quality of products, and some health promotion
campaigns, such as prevention of drinking and driving. The so-
cial responsibility functions do not include controlling overall
sales or reducing high-risk drinking, both of which have been

linked with population-level rates of damage, caused by alcohol
consumption (Edwards et al., 1994; Babor et al., 2003). This
perspective presents an incongruity between, on one hand, the
greater commercial orientation and an emphasis on increasing
alcohol sales and, on the other, an increase in damage and the
costs that this commercial orientation will likely lead to.

This skewed current emphasis on the market factors stands
in a sharp contrast to over 40 years of international research on
the associations between access to alcohol, drinking patterns
and damage from alcohol consumption. The body of alcohol-
related research has repeatedly shown that an increase in alco-
hol sales is strongly linked to an increase in drinking-related
damage, as demonstrated by three international projects affili-
ated with WHO (Bruun et al., 1975; Edwards et al., 1994; Babor
et al., 2003). Furthermore, a study of 14 European countries
(Norström, 1999) established a strong association between doc-
umented trends over a 50-year period, in overall alcohol sales
and mortality from alcohol-specific causes (Ramstedt, 2001),
trauma (Rossow, 2001; Skog, 2001), chronic disease (Ramst-
edt, 2004b), as well as total mortality (Norström and Skog,
2001). Similar findings have emerged from a study conducted
a few years ago, focusing on Canada and its provinces for the
period 1950–2000 (Ramstedt, 2003; Skog, 2003; Norström,
2004; Rossow and Hauge, 2004; Ramstedt, 2004a, 2005).

Concurrent with extensive promotion, overall alcohol con-
sumption and high-risk drinking have been increasing in
Canada in recent years. In Canada, there has been an increase
in the rate of alcohol consumption since about 1996 (Statistics
Canada, 2002; Statistics Canada, 2007), with some variation be-
tween provinces. During this time, the percentage of drinkers
who reported drinking 5+ alcoholic beverages per occasion,
at least monthly, has also increased (Statistics Canada, 1997,
2005).

It is expected that these initiatives to increase access to al-
cohol and stimulate higher levels of overall consumption will
contribute to an increase in the risks from alcohol, damage from
alcohol and attendant health, social and law enforcement costs
(Rehm et al., 2006, 2008). This paper examines recent research
studies focusing on two interventions that have been shown

C© The Author 2009. Published by Oxford University Press on behalf of the Medical Council on Alcohol. All rights reserved
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to be particularly potent in the past in controlling consumption
and damage from alcohol consumption, namely, hours and days
of sale, and alcohol outlet density (AOD) (Babor et al., 2003,
chapter 16; Stockwell, 2006).

METHODS

A systematic literature search was performed in multiple elec-
tronic bibliographic databases, including: Ovid MEDLINE,
PubMed, EMBASE, Web of Science (including Science Cita-
tion Index, Social Sciences Citation Index, Arts and Humanities
Citation Index), PsycINFO, the Cochrane Database of System-
atic Reviews and Google Scholar. The search was conducted
using the following keywords, in different combinations: alco-
hol, availability, outlet density, hours of sales, drinking pattern,
morbidity, mortality, drinking and driving, injuries, crime and
violence.

The available literature was searched from January 2000
to December 2008, in reference to the publication date. The
search was not limited geographically and to English language
publications. The last nine full years were chosen in order to
provide the most recent evidence, with a sufficient number
of studies and to facilitate presentation of each study along
several dimensions (see Tables 1 and 2). As noted below, there
is generic convergence in the findings from our systematic
review reported here, and what has been reported previously
(e.g. Edwards et al., 1994; Holder and Edwards, 1995; Babor
et al., 2003; Stockwell, 2006).

Studies were excluded from the analysis for any of the fol-
lowing reasons:

� There was no assessment of the impact of an intervention
or dependent variable.

� There was not sufficient information on the key variables,
such as density of outlets or hours or days of sale.

� It was a meta-analysis or systematic review.
� The studies that were published in iteration.
� If the articles were available in abstract form only.

Data extraction

The titles and abstracts, where available, were independently
reviewed by two researchers to identify potentially relevant pa-
pers. The papers were obtained and independently read in full
by two researchers. Differences were resolved by discussion
and if necessary, by a third party. Reasons for exclusion were
identified. The data were extracted based on inclusion and ex-
clusion criteria defined above and on the pre-specified range of
outcomes detailed in Tables 1 and 2. A second member checked
the table entries for their accuracy against the original articles.

Selected studies were summarized using the following cate-
gories: author and date of publication, place and year of study;
design/sample and main indicators; interventions; findings, or-
ganized by (i) alcohol consumption, (ii) drinking pattern and
(iii) damage; and policy implications and comments.

The findings of this study were organized into two main
categories: density of alcohol outlets, and hours and days of
sale. In each case, the impacts of a change were examined on
the following dimensions: overall alcohol consumption, drink-
ing patterns and damage from alcohol. Overall consumption
refers to either the average volume of alcohol consumed by

187 abstracts 
(123) + [64] 

130 abstracts contained 
relevant information 

(88) + [42] 

Screened for 
eligibility 

Reviewed for 
eligibility 

59 articles included in the 
analysis 

(44) + [15] 

37 articles 
excluded due to 
insufficient data 

(28) + [9]

96 articles identified for data 
extraction 
(72) + [24] 

Fig. 1. Flowchart for the literature review on outlets density and hours and
days of alcohol sales.

respondents (for example, if it is a survey-based study), or total
sales of alcohol. Drinking patterns refer to a combination of
variables, for example, how alcohol consumption is distributed
over time. Measures of high-risk drinking are as indicated, for
example, by blood alcohol levels. How high-risk drinking (such
as, 5+ drinks per occasion) is distributed by age group or gen-
der, and whether the percentage of persons at different levels
of consumption increased or decreased as a result of the policy
change, was also explored.

Finally, damage from alcohol is broadly defined, including
both morbidity and mortality, and involving trauma (both inten-
tional and unintentional causes), social problems and chronic
disease. There are 45 types of trauma and chronic diseases as-
sociated with alcohol consumption (English et al., 1995; Babor
et al., 2003). More than 30 ICD-10 three- or four-digit codes
include alcohol in their name or definition (WHO, 2007) and
over 200 ICD-10 three-digit disease codes in which alcohol is
part of a component cause (Rothman et al., 2008).

RESULTS

The main search identified 187 abstracts, which resulted in
59 articles selected for full review and included in the present
analysis (44 studies on AOD and 15 studies on hours and days of
sale). The studies were found for the following countries: USA
(36 studies), Australia (8), Canada (5), New Zealand (2), UK
(2); and one study in each of Brazil, Iceland, Mexico, Norway,
Sweden and Switzerland. The results of the systematic review
are shown in Fig. 1.

Density of alcohol outlets

Studies, which examined the AOD, are summarized in Table 1.
A few studies examined both drinking behavior (over-

all consumption and patterns) and alcohol-related damage
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Table 1. Recent studies (2000–2008) on the impact of alcohol outlet density on alcohol consumption, drinking patterns and damage

Study; place and year
of study

Design/sample of the study and main indicators Findings: (A) drinking levels; (B) drinking patterns; (C) damage; and Policy implications and
comments

(Trolldal, 2005b);
Québec, Canada,
1950–2000

Interrupted time-series analysis focusing on Quebec, with rest of Canada as the
control area; impact of policy changes—wine in grocery stores in 1978, large
grocery chain stores allowed to sell wine in 1984 on liters of pure alcohol per
capita aged 15+ (total and by beverage); alcohol prices and disposable income
as control variables

(A) 10% increase in wine sales, sales of spirits and beer not significantly affected, and less
effect on total sales. For 1983–1984, there was no immediate significant increase in sales of
wine
The estimated effect of the 1978 policy change was considered modest and likely due to a
limited range of wines impacted by this change. Also, it is difficult to untangle impact of these
policy changes from concurrent ongoing marketing initiatives by the government retail system

(Trolldal, 2005a);
Alberta, Canada,
1950–2000

Interrupted time-series analysis focusing on Alberta, with the rest of Canada as the
control area; impact of alcohol retail privatization (during 1993–1994) on total and
beverage-specific adult per capita drinking (in liters of pure alcohol)—controlling
for income and alcohol price—and fatal motor vehicle traffic
accidents—controlling for number of motor vehicle registrations

(A) Alcohol retail privatization had a significant permanent effect on the sale of spirits, the
effect on wine and beer sales was not significant, and the effect on spirits was not large
enough to affect total sales. (C) The effect on the number of fatal motor vehicle traffic
accidents was not significant
While the privatization had an impact on AOD and hours and days of sale, it is noteworthy
that alcohol sales were never allowed in ordinary grocery stores. Sales at the wholesale level
continued to be under government monopoly control. The new system restricted the
development of liquor store chains

(Norström, 2000);
Norway, 1965–1995

Time-series analysis; number of public drinking places per 10,000 inhabitants
(aged 15+); crime statistics (violence charges and convictions) per 100,000
inhabitants

(C) Statistically significant positive relationship was found between AOD and violence
charges. For convictions, the relationship was positive, but of borderline significance (P =
0.06)
Other studies support conclusion, but first to be based on longitudinal data. To test for
robustness and cultural specificity, replication studies in other drinking cultures are warranted

(Pollack et al., 2005);
CA, USA, 1979–1990

Multi-level analysis using cross-sectional surveys from four north/central
California cities (n = 8197, 82 neighborhoods) linked to neighborhood deprivation
variables. Three measures of alcohol access: AOD, closest distance of outlet to
respondent’s home and number of outlets within 0.5 mile radius of home. Separate
analysis: on- and off-premise outlets

(A) The most deprived neighborhoods had substantially higher levels of AOD than the least
deprived (46% versus 15%). Multi-level analysis showed that the least deprived
neighborhoods were associated with the heaviest alcohol consumption even after adjusting for
individual-level socio-demographic characteristics. (B) Alcohol availability was not
associated with heavy drinking and thus, did not mediate the relationship between
neighborhood deprivation and heavy alcohol consumption
Mismatch between supply and demand may cause people in the most deprived neighborhoods
to disproportionately suffer the negative health consequences of living next to an AO

(Kypri et al., 2008);
New Zealand, 1983

Examined the geographic density of AOs and associations with drinking patterns
and problems among University students. 2550 students (mean age = 20.2) at six
campuses were surveyed, and counts of outlets within 3 km from each campus
were tested for their non-parametric correlation with campus drinking levels and
related problems

(A) There were consistent significant associations of outlet densities with all outcomes in
student-level-adjusted models. (C) Correlations for campus-level data were 0.77 (P = 0.07)
for drinking and personal problems and 0.31 (P = 0.54) for second-hand effects
Increasing AOD, and particularly off-premise licenses, may increase alcohol-related harm
among university students

(Cohen et al., 2006);
Los Angeles (LA)
County, USA,
1988–1996

Individual growth models to examine the independent effects of AO and damaged
buildings on gonorrhea. Prevalence of gonorrhea, licensed AO, properties damaged
during civil unrest and destruction of liquor stores and other businesses in 1992

(C) The individual growth model explained over 90% of the residual variance in census tract
gonorrhea rates. After the civil unrest, a unit decrease in the number of AO per mile of
roadway was associated with 21 fewer gonorrhea cases per 100,000 (po.01) in tracts affected
by the unrest compared to those not affected
The findings suggest that efforts to control STDs, including gonorrhea and HIV, should
address contextual factors that facilitate high-risk behaviors and disease transmission

(Gorman et al., 2001);
NJ, USA, 1990

Examine the relationship between neighborhood social structure, AODs and
violent crimes. Data were collected for 98 block groups and analyzed using
bivariate, multivariate and spatial analyses

The strong association was between AO and violent crime. Even after variables were
controlled for, areas with higher AO were found to have higher rates of violent crimes
(explained about 1/5 of variability in violent crimes)
It was found that AO only affects the immediate community and not surrounding areas. Hot
spots of crime were not taken into consideration and may have affected the results found (i.e.
areas where night time businesses are open, schools, etc.). Also, this study does not examine
the mechanisms behind AO that account for the higher rates of crimes observed in such
communities

Downloaded from https://academic.oup.com/alcalc/article-abstract/44/5/500/182556
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(Peterson et al.,
2000); Columbus,
OH, USA, 1990

Explore whether certain local institutions (i.e. AO) provide a mechanism linking
economic deprivation and residential instability to criminal violence; rates of total
and individual violent crimes were examined for 177 census tracts

Institutional mechanisms, such as bars, did not explain why economic deprivation and
residential instability are strongly linked to violent crime
The findings demonstrate that communities may reduce violent crimes somewhat by
preventing some types of local institutions (i.e. bars) and by promoting the development of
other types (e.g. recreation centers)

(Lipton and
Gruenewald, 2002);
CA, USA, 1990–1991

A spatial population model of the production of violence used to examine the
relationships between population characteristics of target and surrounding areas
and violence rates

(C) Bar density was found to be strongly associated with greater rates of assault, while
restaurant density was associated with less violence. Both appeared to have the greatest effect
in densely populated areas. Local and nearby population characteristics were also found to be
related to greater rates of violence
While limited to cross-sectional data, the current study suggests that AO, in the presence of
socio-economic measures, moderate the occurrence of violence in urban areas

(Gyimah-Brempong,
2001); USA, 1990
and 1992

Investigate the relationship between alcohol availability (measured as alcohol
license density) and crime. Census tract data from Detroit was used

(C) Alcohol availability had a significantly positive effect on the total crime rate, violent
crime rate, property crime rate and homicide rate (alcohol elasticity of crime rates: 0.92, 0.82,
0.87, 0.12, respectively)

(Escobedo and Oritz,
2002); New Mexico,
USA, 1990–1994

Ecological design; linear regression model. Assessed the relationship between
liquor AOD and alcohol-related health outcomes, including arrests for driving
while intoxicated, alcohol-related crashes, crash fatality (adjusted for age, sex and
minority status) and alcohol- and drug-related deaths

(C) Suicide, alcohol-related crash, and alcohol-related crash fatality are significantly
associated with AOD. Data also show that, compared with the first tertile, suicide and
alcohol-related crash rates increase about 50% and the alcohol-related crash fatality rate
increases two-fold with the third tertile of AOD. Greater availability of AO is associated with
higher rates of suicide, alcohol-related crash, and alcohol-related crash fatality. With one unit
increase in the rate of liquor outlet density, per every 1000 population the rate of suicide
increases by 0.23, the rate for alcohol-related crash by 2.4 and the rate for alcohol-related
crash fatality by 0.22
In New Mexico, counties with lower median family income tend to have higher liquor outlet
density. Programs to reduce alcohol-related injury by reducing availability of alcohol in
communities where many of its residents are of low socio-economic status should be
implemented

(Scribner et al.,
2007); Los Angeles,
CA, USA, 1990–1996

Voting rates were analyzed to determine if a decrease on AOD is related to a
change in social capital, subsequent to the LA civil unrest of 1992. It was
predicted that a loss of AO would result in an increased social network. AO was
divided into onsite and offsite locations and civil engagement (social capital) was
measured by how many residents voted. They also looked at rates of economic
inequality, economic deprivation, crime rates and other features of the
neighborhoods. The data were analyzed using descriptive, bivariate and
multivariate analyses in cross-sectional and longitudinal analyses

Found that after the riots, more AOs were closed down in areas where most damage had
occurred as well as communities where the social capital opportunity was higher, where there
was a greater proportion of Hispanic, Asian and M residents, and with a greater population
between 15 and 44 years of age. They also found that voting rates increased regardless of
whether AOs were decreased, but the increase was substantially higher in communities where
AOs were surrendered (i.e. licenses surrendered)
Seems that a decrease in AO acts as a catalyst for increasing social capital through expanding
social systems and this held up in spite of economic differences, but not inequalities between
communities. Limitations exist in that voting rates may not be an accurate predictor of social
capital and migrating effects due to the riot were not taken into consideration

(Yu et al., 2008); Los
Angeles, CA, USA,
1990–1999

A hierarchical model was used to evaluate the impact of the ‘1992 Civil Unrest’ in
LA on crime; civil unrest lead to damaged AO, therefore decreased alcohol sales.
A total of 480 census tracts: 144 tracts underwent AO closures, while 336 did not.
Measure of assaults was obtained from the LA Police Department

(C) A positive association between alcohol availability and assault; beginning 1 year after the
civil unrest, on average, the census tracts that experienced AO closures experienced more
dramatic decreases in assault rates
This natural experiment proves important in implementing policy changes to reduce
alcohol-related assault and crime

(Gyimah-Brempong
and Racine, 2006);
Detroit, MI, USA,
1992

This study uses census tract data and robust nonparametric estimation methods to
investigate the relationship between alcohol availability and crime rates

(C) It is found that there is a positive and statistically significant relationship between crime
rates and alcohol availability with calculated elasticities of 0.34, 0.37, 0.35 and 0.27 for total
crime, violent crime, economic crime and homicide, respectively
The effects of alcohol availability on crime rates vary with the density of alcohol availability
Alcohol control policies should be evaluated at different levels of alcohol availability,
in contrast to current policies, which are based on the assumption that the effect of alcohol
control policies is the same regardless of the level of alcohol availability

(continued overleaf )
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(LaScala et al., 2001);
California
communities, USA,
1992–1996

A geostatistical analysis of ecological data to examine the relationships of
neighborhood characteristics, including alcohol availability and alcohol
consumption patterns to pedestrian injury collisions. Archival and individual-level
data from a general population telephone survey were obtained from four
California communities. Units of analysis were geographic areas within each
community, defined by the spatial clustering of telephone survey respondents.
Independent variables: number of cross streets, bars, restaurant and off-premise
outlets per km of roadway; dependent variable: pedestrian injury rate

(C) Alcohol-involved pedestrian collisions occurred more often in areas with greater bar
densities and greater population, and where the local population reported drinking more
alcohol per drinking occasion. Pedestrian collisions not involving alcohol occurred more
often in lower income areas with greater population and cross-street densities, and in areas
having either younger or older age populations
The identification of neighborhood variables associated with pedestrian collisions has
important implications for policy formation and targeted prevention efforts

(Treno et al., 2001);
CA, USA, 1992–1996

Alcohol availability, both on and off-premise, self-reports of injuries in past
6 months, type of injury, cause, location, demographic characteristics of
respondents. Outlets linked with survey respondents through geographic mapping
and assigned an availability measure N of outlets within 2 km radius for on and
off separately. Telephone survey of 13,441 respondents from four communities

(C) Self-reported injury is related to the density of both on- and off-premise AO, independent
of the other predictors in the model. There may be several explanations of this relationship.
Outlets may be associated with more drinking, which predisposes individuals to injury.
Outlets might influence neighborhood characteristics to put individuals at risk of injury,
independent of their drinking. Or AO may, merely, be a surrogate measure for broader
community conditions, although this possibility is partially controlled for in this study
through the inclusion of individual and community-level covariates in the analysis models
These three possible explanations have different policy implications: (1) interventions need
to target problematic drinking behavior; (2) interventions may be most profitably targeted
toward altering alcohol access, independent of drinking behavior; and (3) targeting either
outlets or drinking would be irrelevant to injury

(Gruenewald et al.,
2002); CA, USA;
1993–1996

The study examines the degree to which the physical availability of alcohol,
as measured by outlet densities, is related to self-reported individual drinking
patterns, preferred drinking location, as well as both driving after drinking (DAD)
and driving while intoxicated (DWI). N = 7826 drinkers from 1353 zip code areas
in California using general-population telephone survey. HLM was used to relate
AOD within and surrounding respondents’ area of residence to respondents’
drinking and their drinking and driving. Measures of individual alcohol
consumption: drinking frequency, drinks per occasion and variance in quantities
consumed per occasion. Preferred drinking locations included bars, restaurants
and homes or friends’ homes. DAD was defined as driving a motor vehicle within
4 h of having one or more alcoholic drinks, and DWI was defined as driving after
having too much to drink and drive safely. Geographic measures of AOD were
obtained for bars, restaurants and off-premise establishments, using zip codes as
geographic units of analysis

(A) Whereas restaurant densities were directly related to greater drinking frequencies and
DAD, bar densities were inversely related to DAD. (C) Drinking and driving was strongly
related to drinking location preference (e.g. bars and restaurants) only when considered
simultaneously with individual drinking patterns, particularly drinking frequency.
Conclusions: Increased restaurant density is strongly related to a higher rate of both
self-reported DAD and drinking frequency. The strongest influence on both DAD and DWI is
preferred drinking location, considered together with individual drinking patterns. AOD and
preferred drinking location when considered together with individual drinking patterns
support DAD and thereby increase the potential for alcohol-related accidents. (B) There were
no direct effects of drinking patterns on drinking and driving

(Reid et al., 2003);
Kansas City, MO,
USA, 1995

Hierarchical regression analysis was used to determine the independent
association between AOD and the rate of assaultive violence, socio-demographic
factors, AOD and rates of assaultive violence across 89 inner-city census tracts in
Kansas City, Missouri

(C) Socio-demographic variables predicted 61% of the variance in assaultive violence, but an
additional 9% of the variability was explained by the AOD. AOD contributed significantly to
the explained variance of the regression model and was associated with higher rates of
assaultive violence in this Midwestern city
Inner-city areas may be especially vulnerable to high concentrations of AO, especially when
they are characterized by a concentration of deteriorated housing, predatory lending offices
and a paucity of full-service supermarkets. In these contexts, even low AOD may function as
a tipping point that portends a spiraling crime rate

(Gruenewald and
Remer, 2006); CA,
USA, 1995–2000

Population-based ecological approach. Longitudinal data from 581 consistently
defined zip code areas represented in the California Index Locations Database,
a geographic information system that coordinates population and ecological data
with spatial attributes for areas across the state. Demographics, hospital discharge
data, AO, retail data, violent assaults

(C) Lower median household income and greater percentages of minorities (African
American, Hispanic and Asian) were related to increased rates of violence. A 10% increase in
the number of off-premise AO and bars were related to 1.67 and 2.06% increases in violence
rates across local and lagged spatial areas, respectively. Every six outlets accounted for one
additional violent assault that resulted in at least one overnight stay in a hospital. These
effects increased with larger M populations, doubling with every 3% increase. Assault rates
were most strongly related to median household incomes and minority populations within zip
code areas. Controlling for changes in assault rates related to these measures, greater numbers
of licensed alcohol retail establishments, especially bars and off-premise outlets, were related
to assault rates
Failures to regulate the growth in the number of bars will increase rates of violence, especially
in urban areas
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(Treno et al., 2007);
CA, USA, 1995–2000

The study examines aggregate-level archival data on population and place
characteristics collected for 581 indexed zip code areas. Panel model analysis
enabled the examination of temporal effects andchanges in AO numbers to
population-based rates of alcohol-related motor vehicle accidents. Demographics,
number of AO, retail data. The hospital discharge data (HDD) included
automobile crashes resulting in at least one overnight stay; Automobile crash data:
Statewide Integrated Traffic Record Systems (SWITRS) data included police
reports of suspected alcohol-related automobile crashes

(C) Changes in outlet densities over time, across 581 stable zip code locations, were directly
related to traffic injury rates requiring hospitalization, but which may or may not have
involved alcohol (HDD data) and to crash rates reported by police that were suspected to have
had alcohol involved (SWITRS data). Local and lagged population characteristics were also
related to both outcomes. Importantly, in support of established cross-sectional findings, bar
and off-premise outlet densities were related to both measures

(Nielsen et al., 2005);
FL, USA, 1996–1997

Multivariate regression analyses were used to assess the impact of AOD on
aggravated assault and robbery victimization in Latino and black populations.
70 census tracts with 500 or more residents were evaluated

(C) Higher AOD was associated with more Latino aggravated assault and robbery victims

(Lapham et al., 2004);
Albuquerque, NM,
USA, 1996–2000

Investigated the spatial relationship between drive-up liquor window locals and
alcohol-related traffic accidents for 2 years before and after New Mexico banned
drive-thru alcohol sales. Cross-sectional and longitudinal (time series) regression
analyses for two geographical areas: one model for the entire state (including
Albuquerque) and a model focusing on the Albuquerque study area

(C) Out of all NM liquor licenses, 189 (9%) included drive-up sales, which co-occurred with
on- or off-premise licenses (94%). The rate of non-pedestrian alcohol-related crashes relative
to non-pedestrian total crashes showed an increasing trend prior to the closure and a
decreasing trend after the closure. Cross-sectional analyses in Albuquerque revealed that the
percentage of alcohol-involved crashes was not related to densities of on- or off-premise AO
per km of roadway, or to the percentage of drive-up outlets. Statewide, the percentage of
drive-up outlets was not significantly related to the percentage of alcohol-related crashes
within census tracts, but was positively associated with the percentage of alcohol-related
crashes in surrounding census tracts. A statistically significant relationship did not exist
between the number of drive-ups and percentage of alcohol-related crashes in either of the
longitudinal models
Despite the declining rate of alcohol-related crashes following closure of drive-up liquor
windows, both in Albuquerque and statewide, regression models using spatial data do not
demonstrate, definitively, an association between the decline and the closure of the drive-up
liquor windows

(Livingston, 2008b);
Australia, 1996–2005

Examined 9 years of data using fixed-effects models to determine the relationship
between three types of AOD (using liquor licensing records) and assault (using
police records of night time assaults)

(C) The initial models found overall positive relationships between all three types of AOD
and violence. When separate models were developed for different clusters of postcodes, the
link between AOD and violence was significant in all neighborhood types, although specific
relationships varied substantially
Changes in the number of AOs in a community are linked to changes in the amount of
violence a community experiences. Since the number of licenses for alcohol establishments is
increasing, detrimental effects on the community may be expected

(Treno et al., 2003);
CA, USA, 1998–2000

Investigates the relationship between AOD and self-reported underage drinking
and driving, acquired through two telephone surveys. A final sample of 614
individuals, who had complete information on all relevant measures (323 M and
291 W). Hierarchical Linear Modeling Variables: Drinking and driving (DAD) and
riding with drinking drivers (RWDD)

(C) At the aggregate or city level, AO density, as measured by the number of on- and
off-premise establishments licensed to sell alcohol, was associated with both DAD and
RWDD. These effects were moderated by a number of individual-level effects, with younger
respondents and W more likely to be affected by outlet densities. There was a main effect of
AOD on DAD (P = 0.032) (i.e. higher densities were associated with more frequent DAD).
This effect was moderated by a number of individual-level effects, with younger respondents,
and W more likely to be affected by outlet densities. The analysis of RWDD found a similar
main effect for density, with moderated effects also for age and gender. Prompted by concerns
that these effects were specific to either on- or off-premise densities, separate analyses
predicting DAD were performed for each. These analyses produced virtually identical results,
with the notable exception being one-tailed (as opposed to two-tailed) significance for density
(P = 0.071) and density × age interaction (P = 0.093) effects
The findings provide support for the implementation of policies targeting alcohol AOD
reductions. Areas with a large number of such outlets provide ample opportunities to youth
for alcohol purchases
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(Freisthler and Weiss,
2008); USA,
1998–2001

The current study incorporates three aspects of the substance use environment in a
panel study of 58 California counties over 4 years (n = 232) to study this
relationship for referrals to child protective services (CPS) for child abuse and
neglect. The data were analyzed using Bayesian spatio-temporal panel models

Use of welfare, the number of AOs per population and the number of drug-related arrests per
population are positively related to referrals while unemployment and admissions to publicly
funded alcohol and drug user treatment programs are negatively correlated to referrals.
Significant spatial structure and space–time relationships are also found. The findings indicate
that supply of alcohol and drugs (as measured by number of alcohol outlets and arrests for
drug use and sales) may increase risk for being referred to CPS, but treatment for substance
use does not increase the risk for referral

(Freisthler et al.,
2007); CA, USA,
1998–2003

The purpose of the study was to determine how changes in the number of AO is
related to rates of referrals, substantiations and foster care entries as a consequence
of child maltreatment; examines temporal effects of AOD; data were obtained
from the California Department of Social Services and California Department of
Alcoholic Beverage Control, respectively. Data were analyzed using spatial
random effects panel models, using Spatial Statistical Systems

It was found that areas with a greater amount of bars expressed higher rates of child
maltreatment, but areas in which local and lagged bars as well as off premise AOs were
increased was correlated with higher rates of foster care placements, but an increase in
restaurants decreased child maltreatment

(Weitzman et al.,
2003); Boston, USA,
1999–2000

Designed to determine whether AOD correlated with heavy and frequent drinking
and drinking-related problems. AOD, survey measures of drinking using a
geographic information system and the Harvard School of Public Health College
Alcohol Study (n = 3421; site n = 8). Initial analyses tested rank-order
correlations between AOD and drinking among all student drinkers. Next,
rank-order correlations between AOD and drinking measures among subgroups of
student drinkers were tested

(A) AOD was correlated with heavy drinking, frequent drinking and drinking-related
problems. For W: underage students and students who picked up binge drinking in college
were affected. (B) Overall, there was a significant correlation between AOD and heavy
drinking (i.e. consumed 5+ drinks at an off-campus party) for all drinkers (r, with several
sites tied in rank). This finding was found to hold for multiple subgroups of students,
specifically for M and students who picked up binge drinking in college. AOD was correlated
with frequent drinking (i.e. drank on 10+ occasions in past 30 days) for all drinkers, with
multiple ties in rank, non-Greek affiliated students, underage students, which had multiple
ties, and students who picked up binge drinking in college. (C) AOD was correlated with
problem drinking (i.e. reporting 5+ problems since the beginning of the school year) among
all drinkers, W, underage students, average students and students who reported picking up
binge drinking in college

(Britt et al., 2005);
Minneapolis, MN,
USA, 2000

Onsite and offsite alcohol establishment rates were compared to incidence of
violence (obtained through the police department) in 79 neighborhoods in
Minneapolis to determine any relationships present. The relationship between
crime and AOD was determined cross-sectionally using Bayesian analytical
methods

(C) Found a significant relationship between AOD and crime even in the presence of fixed
effects and spatial smoothing. The north and central regions of Minneapolis were found to
have both the most AOs and crime rates. It was found that the erection of just one AO can
increase crime by five crimes per 1000 individuals per year (only severe crimes were studied)
A possible limitation is that daytime employment residents were included in the study and not
night time non-residents of the city, which may yield different results

(Freisthler et al.,
2004); USA, 2000

To determine whether neighborhood alcohol access is related to substantiated
reports of child physical abuse and neglect. A cross-sectional study was
implemented using spatial regression procedures to examine the relationship
between number of bars, restaurants and off-premise outlets per population, and
rates of child abuse in 940 census tracts

(C) Spatial regression techniques were applied and demonstrated that the number of
off-premise outlets per 1000 of the population had a positive effect on the rate of child
physical abuse, and the number of bars per 1000 of the population had a positive effect on the
occurrence of substantiated neglect

(Freisthler et al.,
2005); California,
USA, 2000

To examine neighborhood rates of child maltreatment for 304 block groups in one
northern California city. A cross-sectional design

(C) Higher concentration of bars and numbers of incidents of drug possession were positively
related to rates of child maltreatment when controlling for neighborhood demographic
characteristics

(Gorman et al., 2005);
Houston, TX, USA,
2000

To compare the effects of AOs and drug hot spots on rates of violence. An
ecological study design was employed, using a sample of 439 census tracts

It was found that socio-cultural variables accounted for 40% of the variability in violent
crimes. In a model where socio-cultural variables and drug-related crimes were present, AOD
did not represent a significant account of the variability in violent crimes. The model with
drug crime density explained 72% of the variance in violent crimes, whereas the model with
AODs explained 46% of the variance in violent crime rates. It was found that off-sale alcohol
density was much more strongly correlated with violent crimes than on-sale ADs
Limitations of the study included the fact that information of violent crimes all came from the
same place and alcohol-related crime was not looked at specifically as information was
unavailable. Furthermore, attractors of violence were not analyzed such as late night
businesses. Because a large city was used, a greater rate of violent crime was found and this
may not be able to generalize to smaller locations
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(Gruenewald et al.,
2006); CA, USA,
2000

Cross-sectional data on hospital discharges for violent assaults were obtained for
residents of 1637 zip code areas in CA. Assault rates were related to measures of
population and place characteristics using spatial statistical models corrected
for spatial autocorrelated error

(C) Rates of assault were related to population and place characteristics within zip code areas,
and with characteristics of populations living in adjacent zip code areas. Assault rates were
related significantly to local densities of off-premise alcohol retail establishments, not bars.
However, densities of bars substantially moderated the effects related to local population
characteristics. Bars were related significantly to violence in unstable poor minority areas and
in rural middle-income areas of the state

(Scribner et al.,
2000); NO, USA

Analyzed 2604 telephone surveys within 24 census tracts stratified by poverty
status and AOD. Distance to AO, age, sex, race/ethnicity and level of education
were entered as individual level covariates, and their corresponding aggregated
means were entered as census tract level covariates (i.e. mean distance to outlets,
mean age, percentage M, percentage Black, mean education). HLM alcohol
consumption, drinking norms, drinking attitudes, social acceptability, exposure
to AO, socio-demographics

(A) Analysis of variance revealed that 16.2% of the variance in drinking norms and 11.5% of
the variance in alcohol consumption were accounted for at the census tract level. In
multivariate hierarchical analysis, individual distance to the closest AO was unrelated with
drinking norms and alcohol consumption, whereas the mean distance to the closest AO
demonstrated a negative relation with drinking norms (ße = −5.50 ± 2.37) and with alcohol
consumption (ße = −0.477 ± 0.195); that is, the higher the mean distance to the closest AO,
the lower the mean drinking norms score and mean level of alcohol consumption
The findings suggest that the effect of AOD on alcohol-related outcomes functions through an
effect at the neighborhood-level rather than at the individual-level. Problem drinkers tend to
be grouped in neighborhoods, an effect predicted by AOD

(Zhu et al., 2004);
TX, USA, 2000.

Using multivariate regression and geospatial analyses, the relationship between
AOD and violent crime was investigated. 188 census tracts in Austin, Texas, and
263 in San Antonio, Texas, with information drawn from archival sources

(C) The final model (with adding AOD) explained 71% of the variance in violent crime in
Austin and 56% in San Antonio, after controlling for socio-structural features
The issues of alcohol availability and access are fundamental to the prevention of
alcohol-related crimes within communities

(Scribner et al.,
2008); 32 colleges
and universities in the
USA, 2000–2004

Objective: To examine the relationship between the physical availability of
off-campus alcohol and drinking outcomes among college students. A multilevel
analysis of students (N = 17,051) residing on campus (N = 32) was conducted.
Four problem-drinking-related outcomes: average number of drinks when
partying, frequency of drunkenness in the past 2 weeks, 30-day frequency of
drinking and greatest number of drinks in one sitting; individual level covariates of
drinking were introduced at the student level. The number of on- and off-premise
AO within 3 miles of campus per 1000 enrolled students

(A) Higher densities of on-premise AO strongly related to drinking outcomes, remaining after
controlling for individual predictors of college drinking. The association indicated that the
campus means for the average number of drinks when partying and the number of drinking
occasions in the past 30 days were, respectively, 1.13 drinks and 1.32 occasions greater when
the AOD was two SDs higher
Off-campus, on-premise AOD is strongly associated with college-drinking outcomes. Given
the limited number of modifiable factors that affect college drinking, on-premise AOD
represents a potential modifiable means of addressing the problem

(Livingston, 2008a);
Australia, 2001

Cross-sectional data on police reported assaults, AO and socio-demographic
characteristics were used to construct a series of models to test the relationship
between AOD and assault. Four relationships were examined: a normal linear
relationship between AOD and assault, a non-linear relationship with potential
threshold or saturation densities, a relationship mediated by the socio-economic
status of the neighborhood and a relationship that takes into account the effects
of outlets in surrounding neighborhoods

(C) A significant relationship between AOD and assault rates was found
An increasing accelerating effect for the density of hotel (pub) licenses was found, suggesting
a plausible upper limit for these licenses. The ongoing liberalization of the liquor licensing
policy in Australia has the potential to give rise to increasing public health problems and
public order

(Huckle et al., 2008);
New Zealand,
2001–2005

Examined the relationship between physical, socio-economic and social
environments and alcohol consumption patterns of drinkers aged 12–17 years.
A random telephone survey. Multi-level modeling was used to predict
typical-occasion quantity, frequency of drinking and drunkenness, using AOD
as a predictive factor. A sample of 1179 teenagers, and AOD determined for 8628
census meshblocks

(A) AOD was associated with typical occasion quantity and approached significance for
frequency of drunkenness. Frequency of supply was also a significant predictor of all drinking
measures, as was ethnic status
Living within 10 min drive of relatively more outlets was associated with larger quantities of
alcohol consumed by underage drinkers, making it an area of considerable importance from
a public health perspective
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(Donnelly et al.,
2006); Australia, 2002

A secondary analysis of the National Crime and Safety Survey was conducted
using data from 9300 survey participants from New South Wales, to investigate the
relationship between AOD and perceptions of alcohol-related problems

(B and C) Multi-level modeling revealed that respondents, who lived closer to alcohol outlets
and in high-density areas, were more likely to report problems in their neighborhood from
drunkenness to property damage
The potential impact of higher concentrations of AO on the well-being of a community should
force policy makers to restrict the number of licenses granted

(Kuntsche and
Kuendig, 2005);
Switzerland, 2002

Aim: to investigate the relationship between AOD, perception of adolescent
drinking in public (both assessed at the school level), and adolescent drinking and
drunkenness at individual level. Hierarchical linear regression models were
calculated based on data from 1194 ninth graders in Switzerland (mean age =
15.3, SD = 0.7) and their schoolmasters (n = 61). Frequency of adolescent
alcohol use; frequency of lifetime drunkenness; AOD; perception of adolescents
drinking in public

(A) Apart from the positive main effects, the results reveal a negative interaction of AOD and
the perception of adolescent drinking in public in predicting individual alcohol use among
adolescents. In regions with a high AOD, it appears that the schoolmasters’ perception
reflects the general drinking norm of the surrounding local area rather than the actual
adolescent drinking level
More research is needed, particularly in Europe and among adolescent populations, in order
to reach a better understanding of school-level predictors of adolescent alcohol use

(Truong and Sturm,
2007); USA,
2002–2003

Examined the relationships between alcohol environments and excessive alcohol
consumption, heavy episodic drinking, driving after drinking and riding with a
driver after drinking. Two surveys were utilized (n = 8167, n = 42,044), with the
primary explanatory variable being types of outlet locations from the individuals
residence

(A) On-sale establishments, particularly minor-restricted establishments, were significantly
associated with alcohol consumption and heavy episodic drinking, after controlling for
socio-demographics. Off-sale retails were not found to be related to problem drinking
Minor restricted establishments that sell alcohol illustrated the highest risk for heavy episodic
drinking when located within 1 mile of individuals’ residences, although these establishments
account for only 6% of licenses. License regulation must be paired with comprehensive
measures to solve alcohol-related problems

(Livingston et al.,
2008); Australia,
2003–2004

Examined individual and community level correlates of regular very high-risk
drinking (>20 drinks for M and >11 for W, at least monthly) among young
(16–24) drinkers, using a CATI survey of 10,879 participants

(A) One-fifth reported regular high-risk drinking. AOD was seen as a significant
community-level correlate, associated with the increased prevalence of high-risk drinking

. Regulatory management of retail outlets should be a priority, and an ongoing focus on early
intervention and prevention of alcohol is required

(Schonlau et al.,
2008); USA,
2004–2005

Alcohol consumption information was collected through a telephone survey of
2881 households geo-coded by neighborhood (both in LA County and Louisiana)
and individual and was used to assess the relationship between alcohol availability
as measured by the density of off-premise AOs and alcohol consumption

(A) AOD was not associated with the percentage of respondents who were drinkers in either
site. AOD was associated with the quantity of consumption among drinkers in Louisiana but
not in LA. AOD within a one-mile buffer of the respondent’s home was more strongly
associated with alcohol consumption than AOD in the respondent’s census tract
The relationship between AOD and drinking behaviors is complex and may vary due to
differences in the neighborhood design and travel patterns

(Theall et al., 2008),
CA and Louisiana,
USA, 2004–2005

A hierarchical model was employed to examine whether AOD is associated with
reduced social capital and whether this relationship is mediated by perceived
neighborhood safety. N = 2881 from 217 census tracts

Neighborhood off-premise AOD was strongly associated with reduced social capital, and the
relationship between collective efficacy and AOD appears to be mediated by perceived
neighborhood safety
AOD may hinder the development of social capital

M, men; W, women; AO, alcohol outlet(s); AOD, alcohol outlet density; HLM, hierarchical linear modeling; STD, sexually transmitted diseases; SD, standard deviation.
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Table 2. Recent studies (2000–2008) on the impact of hours and days of sale on alcohol consumption, drinking patterns and damage

Study; place and year
of study

Design/sample of study and main indicators; interventions Findings: (A) drinking levels; (B) drinking patterns; (C) damage; and Policy implications and
comments

(Chikritzhs and
Stockwell, 2006);
Perth, Western
Australia, 1990–1997

Examined the impact of later trading hours for licensed hotels on levels of
associated impaired driver road crashes and drivers’ breath alcohol levels, using
police data for impaired drivers involved in road crashes. Time-series analyses
using multiple linear regressions were applied to determine the influence of an
Extended Trading Permit (ETP); later trading hours for licensed ‘hotels’

(C) Later trading levels corresponded with a significant increase in monthly crash rates. No
relation was found between drivers’ breath alcohol levels and ETPs
The authors found that extended trading hours were consistent with increased levels of
impaired driver road crashed and alcohol consumption. This may be an indication of
characteristics specific to clientele of hotels who applied for the ETP

(McMillan and
Lapham, 2006); NM,
USA, 1990–2000

The ARC and ARC fatality data were modeled using the classic decomposition of
time series into trend and seasonal components and testing for temporal
autocorrelation in the residuals. Generalized linear models and Poisson regression
models were used; study determined the relative risk of alcohol-related
motor-vehicle accidents and fatalities after New Mexico lifted its ban on Sunday
packaged alcohol sales

(C) 29% increase in alcohol-related crashes and a 42% increase in ARC fatalities on Sundays
after the ban on Sunday packaged alcohol sales was lifted. There was an estimated excess of
543.1 alcohol-related crashes and 41.6 ARC fatalities on Sundays after the ban was lifted
Repealing the ban on Sunday packaged AS introduced a public health and safety hazard in
New Mexico. State legislators should consider these consequences when deciding on a policy
that is intended to serve the public well-being

(McMillan et al.,
2007); NM, USA,
1990–2000

The goal of this study was to measure county-level variability in changes in ARC
rates, while adjusting for county socio-demographic characteristics, spatial
patterns in crash rates and temporal trends in ARC rates. Bayesian hierarchical
binomial regression models ARC rate, socio-demographic characteristics;
legalized Sunday packaged alcohol sales

(C) Results show marked variability in the impact of legalized Sunday packaged AS on ARC
rates. Relative risks of an ARC for the post-repeal versus pre-repeal period vary across
counties, from 1.04 to 1.90. Counties with an older population suffered a greater negative
impact of legalized Sunday packaged alcohol sales. Counties with communities that quickly
passed the local option to re-ban packaged sales on Sundays were able to mitigate most of the
deleterious impact that increased alcohol availability had, across the state
The current study shows that this impact varies considerably across counties in New Mexico.
Furthermore, the negative impact of legalized Sunday packaged alcohol sales appear to have
been mitigated in counties with large communities that quickly held an election to reinstitute
the ban

(Chikritzhs and
Stockwell, 2002);
Perth, Australia,
mid-1991 to mid-1997

Examined the impact of later trading hours for licensed hotels (‘hotels’) on levels
of violent assault on or near these premises. Levels of alcohol purchases were also
examined. A time-series analysis, employing linear regression assault rates; later
trading hours for licensed hotels (‘hotels’)

(C) There was a significant increase in monthly assault rates for hotels with late trading
following the introduction of extended trading permits. This relationship was largely
accounted for by higher volumes of high alcohol content beer, wine and distilled spirits
purchased by late trading hotels
It is suggested that greater numbers of patrons and increased levels of intoxication contributed
to the observed increase in violence and that systematic planning and evaluation of late
trading licenses are required

(Vingilis et al., 2005);
Ontario, Canada, New
York and Michigan,
1992–1998

The purpose of the study was to evaluate the road safety impact of extended
drinking hours in Ontario, with a quasi-experimental design, using interrupted
time series with a non-equivalent non-intervention control group to assess changes
in the volume of AS in Ontario between 1989 and 1999. Total and alcohol-related
monthly traffic fatalities for specific nights of the week for Ontario and compared
to neighboring regions of New York and Michigan; on 1 May 1996, Ontario,
Canada, amended the Liquor License Act to extend the hours of AS and service in
licensed establishments from 1 am to 2 am

(A) The volume of sales in thousands of liters of beer, wine and spirits and per capita 15 years
of age and over for Ontario were subjected to time-series analyses. The trends indicate that
consumption of beer decreased between 1994 and 1998, while the consumption of wine and
spirits decreased in the early 1990s and increased in the late 1990s (C) The blood alcohol
concentration positive driver fatality trends reflected downward trends for
Sunday–Wednesday 12–2 am and Thursday–Saturday 1–2 am for Ontario and downward
trends for Thursday–Saturday 12–1 am and 2–3 am for New York and Michigan after the
extended drinking hour policy change. Ontario total fatality data show similar movements in
blood alcohol positive trends
The multiple datasets converge in suggesting little impact on BAC positive fatalities with the
extension of the closing hours by 1 h. These observations are consistent with other studies of
small changes in access to alcohol availability. Also, many licensed establishments choose not
to change their hours of closing. It is also possible that drinking and driving rates were
deflated during this time due to a number of concurrent road safety initiatives

(continued overleaf )
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Table 2. (Continued)

Study; place and year
of study

Design/sample of the study and main indicators Findings: (A) drinking levels; (B) drinking patterns; (C) damage; and Policy implications and
comments

(Vingilis et al., 2006);
Windsor, Ontario and
Detroit, Michigan,
1992–1999

The design involved a comparison of the city-regions of Windsor, Ontario, and
Detroit, Michigan, with a 2 am closing time, and Ontario and Michigan monthly
motor vehicle casualties (major injuries and fatalities) occurring between 11 pm
and 3 am for 4 years pre- and 3 years post-policy change for two city regions and
Ontario and Michigan; on 1 May 1996, Ontario, Canada, amended the Liquor
Licence Act to extend the hours of AS and service in licensed establishments from
1 am to 2 am

(C) In the Windsor region, a significant increase was found for alcohol-related motor vehicle
casualties after the drinking hours were extended. However, the Detroit region showed a
statistically significant decrease in alcohol-related motor vehicle casualties concomitant with
Ontario’s drinking hour extension. A significant decrease was found for injury collisions
involving vehicles with Ontario license plates in the Detroit region
In areas with high densities of licensed establishments, competition may motivate licensed
establishments to extend their hours of sale. One aim of the policy to extend the selling hours
of licensed premises was to reduce the number of patrons who cross the border when
Ontario’s bars and restaurants close. This may have been achieved, but this consequence
appears to be an increase in alcohol-related motor vehicle casualties in the Windsor area

(Vingilis et al., 2007);
Ontario, Canada,
1992–1999

To evaluate the impact of extended drinking hours in Ontario on motor-vehicle
collision (MVC) and other injuries admitted to regional trauma units based on
Ontario Trauma Registry data. A quasi-experimental design using interrupted time
series. Monthly data on number of admissions from MVC and other causes of
injury during the 11 pm–12 am, 12–1 am, 1–2 am, and 2–3 am time windows for 4
years before and 3 years after the policy change (May 1992–April 1999); extended
hours of sale for licensed premises in Ontario, from 1 am to 2 am

(C) Increased availability of alcohol as a result of extension of closing hours had an impact on
non-MVC injuries presented to Ontario trauma units, but road safety initiatives may have
mediated the effects of the extension on MVC injuries
These observations are consistent with those of other studies that have investigated small
changes in alcohol availability

(Chikritzhs and
Stockwell, 2007);
Perth, Australia,
1993–1997

The purpose of the study was to determine if extending trading permits in AO
influenced impaired driver breath alcohol levels. Forty-three hotels were allowed
later closing hours and 130 continued with the same hours and provided controls
for the study. Information was obtained through police records subsequent to the
lowering of the legal breath alcohol levels (BAL) limit from 0.08 mg/mL to 0.05
mg/mL in 1993 that may have changed driver consumption. Start dates of when
AO were given permits for longer hours were recorded and controls were given
random start dates for longer hours to maintain control groups; ETPs for licensed
hotels. Control groups were randomly given start dates for extended hours in order
to be comparable to hotels in which extended hours were in effect throughout the
entire study

(A) Before hours were extended, hotels that were to be extended in hours purchased much
less low/mid-strength alcohol content beer, wine and spirits, but similar quantities of regular
content. Hotels with extended hours were more likely to have younger crowds and more likely
to be W. Having extended hours at a hotel was more likely to lead to lower BAL in W but not
M (showed greater levels of breath alcohol) as measured by arrests
It was believed that extended hours in hotels was related to W pacing themselves in drinking
and leaving bars at least 1 h before closing time. However, it may be that fewer M were caught
because there is less police patrol during the week hours of the morning. A limitation of the
study may be reports of where the person last drank may be inaccurate and confound results

(Norström and Skog,
2005); Sweden,
1995–2002

Whether the increased AS spurred by the Saturday opening also led to increased
rates of alcohol-related harm. The pre-intervention period covered the time period
January 1995–January 2000, phase I of the post-intervention period February
2000–June 2001 (17 months), and phase II July 2001–July 2002 (13 months).
Prior to Feb 2000, all alcohol monopoly outlets were closed on Saturdays. After
this date, stores in an experimental area (six counties) were open on Saturdays. In
the control area (seven counties), the shops remained closed. To prevent biases due
to trade leakage, the experimental and control areas were separated by a buffer
area (seven counties). Since continuous evaluations of the trial did not reveal any
negative consequences, the Saturday opening was implemented in the whole of
Sweden after 17 months. The effects of the two phases were estimated through
analyses of monthly data depicting how sales and harm rates evolved in the
experimental area compared to the control area during phases I and II; the
extension of the Saturday opening of the alcohol monopoly shops from an
experimental area to the whole of Sweden

(A) Observed: statistically significant increase in alcohol sales of 3.7% during phase I, with
approximately the same increase during phase II (3.6%). (C) There were no significant
changes in any of the assault indicators, neither during phase I nor during phase II. There was
a statistically significant increase in drunk driving (12%) during phase I, but no change during
phase II
The analyses suggested that the increase during phase I was mainly due to a change in the
surveillance strategy of the police. Authors could not detect any increase in alcohol-related
harm due to insufficient statistical power or other methodological complications that were
highlighted in the study
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(Duailibi et al., 2007);
Diadema, Brazil,
1995–2005

This study investigated whether limiting the hours of alcoholic beverage sales in
bars had an effect on homicides and violence against W in the Brazilian city of
Diadema (population 360,000). Log-linear regression analyses; data on homicides
(1995–2005), violence against W (2000–2005); the policy to restrict AS was
introduced in July 2002 and prohibited on-premise AS after 11 pm

(C) The new restriction on drinking hours led to a decrease of almost nine murders per month.
Assaults against W also decreased, but this effect was not significant in models in which
underlying trends were controlled
Restricting access to alcohol can reduce alcohol-related problems. Results did not provide any
support to the converse view, that increasing availability will somehow reduce problems

(Lange and Voas,
2000); Mexico,
1997–1998

Anonymous and voluntary breath-test surveys, conducted over a 1-year period,
were administered to 5112 boarder crossers, age 18+, between 12 am and 4 am, at
the San Diego, CA, and Tijuana, Mexico, boarder; the passage in 1994 of the
youth-orientated zero-tolerance driving law in California; accompanied by the
weakly enforced age-18 law and low liquor costs

(A) The percentage of crossers with BACs >0.08 were 36.88% and 48.74%, for crossers
between the ages of 18 and 20, and 21 and 25, respectively

(Hough and Hunter,
2008); UK, 2005

The aim was to liberalize the rigid system while reducing the problems associated
with rapid heavy drinking occurring at a standardized closing time. Qualitative
interviews were conducted with 105 business owners; The Licensing Act 2003,
coming into force in Nov 2005, abolished set licensing hours for pubs and clubs

(A) Alcohol consumption showed a slight fall. Customers were reported as coming out later,
with peak hours being pushed back. (C) No obvious impact on crime or violence
While the majority of pubs extended their hours, most of these extensions were short

(Newton et al., 2007);
London, UK,
2005–2006

Measured the impact of new licensing laws, which permitted 24 h alcohol trading
by assessing any changes in overnight attendances at the emergency department.
The authors investigated 2736 patients, 16+ years, who attended in March 2005
(prior to the new licensing laws) and compared these figures to 3135 patients who
attended in March 2006 (after the introduction of the new licensing laws). The
attendances were examined to determine the extent to which they were related to
alcohol intoxication; changes to UK licensing laws, which permitted 24-h alcohol
trading

(C) Of the overnight attendances in March 2005, 2.9% were classified as alcohol related, while
in March 2006, 8.0% were classified as alcohol related. The proportion of alcohol related
assaults resulting in overnight hospitalization went from 0.99% of all overnight attendances in
2005 to 1.98% in 2006; alcohol-related injuries increased from 1.61% in 2005 to 4.11% in
2006; and alcohol-related hospital admissions went from 0.88% in 2005 to 2.46% in 2006
These findings could be used to make representations to liquor licensing authorities
concerning applications for extensions of trading hours

(Briscoe and
Donnelly, 2003);
Sydney, Australia,
July 1998–June 2000

This study examines the distribution of harmful outcomes across licensed
premises in three inner-urban areas of NSW. Police-recorded assault incidents on
licensed premises in inner Sydney, Newcastle and Wollongong over a 2-year
period were analyzed

(C) In inner Sydney, 12% of hotels and nightclubs accounted for almost 60% of all assaults at
hotels and nightclubs, in inner Newcastle 8% of licensed premises accounted for nearly 80%
of all assaults on licensed premises and in inner Wollongong 6% of licensed premises
accounted for 67% of all on-premise assaults. The analysis also found that assault incidents
on licensed premises were concentrated late at night or early in the morning and on weekends.
Licence types identified as being the most problematic for violence on licensed premises were
hotels and nightclubs. In particular, hotels with extended or 24-h trading recorded a greater
number of assaults compared with those trading standard hours. Of all assaults on licensed
premises in inner Sydney, 56% were reported to occur between 12 am–3 am and 3 am–6 am

(Ragnarsdottir et al.,
2002); Reykjavik,
Iceland, 1999–2000

The city council of Reykjavik decided to initiate an experiment with unrestricted
alcohol-serving hours at bars and restaurants. The consequences were evaluated in
terms of crowds gathering in streets and bars in the city center and the workload of
the police as well as the professionals at the emergency ward during
weekend-nights

The number of calls or work-tasks in the city center rose in number from 251 in 1999 to 286
in 2000 (14%). The total number of cases admitted to ER during the weekend-nights
increased by 31%. The number of cases admitted to ER on Saturdays and Sundays rose by
20% but decreased by 2% during other weekdays. The numbers of cases of suspected drunk
driving rose remarkably from 29 in 1999 to 52 in 2000 (80%)

ARC, alcohol-related crash; AS, alcohol sales; AO, alcohol outlet; BACs, blood alcohol concentrations; M, men; W, women.
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(Gruenewald et al., 2002; Weitzman et al., 2003; Trolldal,
2005a; Kypri et al., 2008), but most examined one or the other.
In 13 studies, drinking patterns or consumption was examined
and in 36 studies, damage from alcohol was the main focus or
indirect focus. This distribution, strongly oriented toward dam-
age variables, might reflect a combination of factors: interest
of the investigator, funding, access to data and perception that
damage is more conceptually interesting or politically powerful
than findings on alcohol density and drinking levels or patterns
of drinking. The results on alcohol consumption and drinking
patterns are discussed together below.

Impact on alcohol consumption and drinking patterns. Most
of these studies were cross-sectional in design, with several us-
ing time-series methodology—focusing on Norway (Norström,
2000) and Canada (Trolldal, 2005a, 2005b). The setting for
most of the studies was the USA, and there were several from
other jurisdictions that considered alcohol consumption and/or
drinking patterns: Australia (Livingston, 2008b), New Zealand
(Huckle et al., 2008) and Switzerland (Kuntsche and Kuendig,
2005).

Several over-arching findings emerged with regard to al-
cohol consumption and outlet density. AOD was associ-
ated with a higher overall consumption in the jurisdiction
(Trolldal, 2005b), frequency of drinking (Gruenewald et al.,
2002; Weitzman et al., 2003), as well as college campus means
for the average number of drinks when partying (Scribner et al.,
2008). A study of two US jurisdictions reported that high AOD
was associated with the quantity consumed among drinkers in
Louisiana, but not in Los Angeles County (Schonlau et al.,
2008). One study found that in regions of Switzerland with
high AOD, the schoolmasters’ perception reflected the general
drinking norm of the surrounding area, rather than the actual
adolescent drinking level (Kuntsche and Kuendig, 2005).

There is some variation in the findings on drinking patterns.
A California-based study (Pollack et al., 2005) reported dra-
matic differences in that the most deprived neighbourhoods had
higher levels of AOD than the least deprived. Nevertheless, al-
cohol availability was not associated with heavy drinking in this
study. In contrast, a US college-based study reported a signif-
icant correlation between high AOD and high-risk drinking—
consuming 5+ drinks at an off-premise party. This relationship
was held for sub-groups of drinkers (Weitzman et al., 2003).
Another US campus-based study found that high on-premise
AOD was strongly related to the average number of drinks con-
sumed while partying and the number of drinking occasions
in the past 30 years (Scribner et al., 2008). A study in
New Zealand reported that AOD was associated with a typical
quantity and approached significance with regard to frequency
of drunkenness (Huckle et al., 2008).

Impact on alcohol-related problems. Recent studies of al-
cohol density have examined a range of dependent variables,
including high-risk drinking, problem drinking levels, drink-
ing and driving incidents, traffic crashes, pedestrian casual-
ties, assaults and other types of violence, sexually transmitted
disease and suicide. Here also the most common design was
cross-sectional. Time-series analysis is reported in two studies
(Norström, 2000; Trolldal, 2005a) and several others used panel
model analysis (Treno et al., 2007), longitudinal data (Grue-
newald and Remer, 2006) or hierarchical model (Yu et al.,
2008). The summary details on these 36 studies are found in
Table 1, and some illustrative results are presented below, rather

than a study-by-study commentary. A general finding is that
whether there are a few studies, or even one, or a number, with
focus on a specific ‘dependent variable’, higher AOD tends to
be associated with higher rates of damage, harm or problems.

These problems included, for example, alcohol-involved
pedestrian collisions (LaScala et al., 2001), self-reported in-
juries (Treno et al., 2001) and suicide, alcohol-related crashes
and alcohol-related crash fatalities (Escobedo and Oritz, 2002).
In a longitudinal study, authors report that changes in outlet
densities over time were directly related to traffic injury rates
requiring hospitalization and that may or may not involve al-
cohol, and to crash rates where the incident was suspected by
the police to have involved alcohol (Treno et al., 2007).

A natural experiment study by Cohen and colleagues focused
on the civil unrest in Los Angeles in 1992 and the destruction
of liquor outlets; they found that a decrease in the number of
alcohol outlets per mile of roadway was associated with 21
fewer cases of gonorrhea cases per 100,000 in tracks affected
by the civil unrest, compared to those not affected (Cohen
et al., 2006). Another focus in this literature is child abuse
or neglect: Freisthler and colleagues (Freisthler et al., 2004)
report that the number of bars per 1000 was positively related
to the rate of physical abuse of children, and that the number
of bars per 1000 was positively related with the occurrence of
substantial neglect, or higher rates of child maltreatment cases
(see Freisthler et al., 2007).

There were a number of studies that focused, specifically,
on violence and AOD. For example, Gorman and colleagues
found a strong association between alcohol outlets and violent
crime (Gorman et al., 2001). A longitudinal study by Yu and
colleagues examined the relationship between civil unrest in
Los Angeles in 1992, closure of alcohol outlets and crime, and
these authors found that on average those census tracks that
experienced more alcohol outlet closures experienced more
dramatic decreases in assault rates since the closures (Yu et al.,
2008). McKinney and colleagues projected that an increase in
10 outlets per 10,000 population increased the risk of male-
to-female partner violence by 34% and female-to-male partner
violence by 12% (McKinney et al., 2009).

Similar findings were reported in a longitudinal study by
Gruenewald and Remer who found that an increase in the num-
ber of licensed alcohol retail establishments, especially bars
and off-premise outlets, was related to an increase in violent
assaults and overnight stays in a hospital (Gruenewald and
Remer, 2006). They also reported that a 10% increase in the
number of off-premise outlets and bars was related to increases
of 1.67% and 2.06% in violence rates across local and lagged
spatial areas, respectively. Every six outlets accounted for one
additional violent assault that resulted in at least one overnight
stay at a hospital. These effects increased with larger male pop-
ulations, and were, specifically, found to double with every 3%
increase in the percentage of males.

Violence was a central focus of a longitudinal study by
Norström that considered 30 years of data from Norway, 1960–
1995, and used police data on crimes of violence and AOD
as the number of public drinking places per 10,000 inhab-
itants aged 15 and older, and time-series analysis techniques
(Norström, 2000). This study found a positive relationship with
borderline significance, between AOD and crimes of violence
investigated by the police, and thus replicated findings that
were reported in a number of cross-sectional studies.
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Finally, a recent review complements the main aforemen-
tioned findings by expanding on some of the implications and
proceeds to offer topics for future research (Livingston et al.,
2007). These authors hypothesize that the effects of AOD can
be separated conceptually into: ‘(i) a proximity effect (how
easily one can access alcohol); and (ii) an amenity effect (how
outlets influence the quality and characteristics of surrounds
within the local community)’ (Livingston et al., 2007, p. 561).

While both have implications for alcohol-related damage
and prevention of the same, the authors point out that much of
the outcome focus of the research on density has been on the
first effect. They note that increased AOD has been shown to
increase consumption and alcohol-related problems, and may
also have a second effect; ‘each new outlet potentially increases
the competitive pressures on existing outlets, which may result
in price reductions that tend to lead to increased levels of con-
sumption’ (Livingston et al., 2007, p. 561; see also Babor et al.
(2003)).

The amenity effects relate to the negative impacts of licensed
premises on their neighbourhood. The negative consequences
can include violence, street disturbances and other social prob-
lems. Licensed premises may be seen as attractors of trouble,
and a bunch of alcohol outlets in the same district ‘often results
from crowds of young people, in various stages of intoxica-
tion, moving between outlets or spilling out onto the streets at
closing time’ (Livingston et al., 2007, p. 561). Even if there is
not a substantial increase in the density of outlets in an area,
alcohol outlets can be linked to a high level or an increase in
alcohol-related problems. For example, this may be the case
if the licensed premises are bunched together, practice inef-
fective screening for legal age and level of intoxication of pa-
trons when they enter, or are served, encourage over-service or
heavy consumption through lax server intervention practices,
using discount pricing to stay competitive, and are attractive to
those who wish to participate in violent and other disruptive
behaviors.

Hours and days of sale

The 15 studies that examined the impact of hours and days of
sale are summarized in Table 2.

The majority focuses on damage from alcohol, and also com-
monly includes information on overall consumption. Within
the scope of our systematic review, there are currently no stud-
ies that provide information on drinking patterns. While all
of the studies did not necessarily focus exclusively on licensed
premises, the economic and availability principles that underlie
these general findings apply to a wide range of types of outlets,
including licensed premises.

Impact on overall alcohol consumption. An Australian study
(Chikritzhs and Stockwell, 2002) found that higher volumes of
high alcohol content beer, wine and distilled spirits were pur-
chased in the licensed hotels during late trading hours. Extended
hours were also associated with young crowds, more likely to
be women, and lower blood alcohol levels among women but
not men (Chikritzhs and Stockwell, 2007).

A study based in Sweden examined the impact of two
changes in trading days, from an experimental area to the whole
of Sweden, between 1995 and 2002 (Norström and Skog, 2005).
This involved Saturday openings of alcohol monopoly outlets.
The authors found a statistically significant increase in alcohol

sales in both phases, 3.7% during phase I and 3.6% during
phase II—the two post-intervention periods.

Impact on damage from alcohol. Several studies, based on
natural experiments, have assessed the impact of changes in
either the days of sale or the hours of sale on drinking-related
damage. Those studies that focused on days of sale are exam-
ined first.

An Ontario study examined the impact of the Liquor Licence
Act to extend the hours of alcohol sales and services in licensed
establishments from 1 am to 2 am, and focused on the period
1992–1999 (e.g. Vingilis et al., 2007). Their analyses include
provincial-to-state and city-to-city comparisons, from which
several findings emerged. The authors found that the extension
of closing hours had an impact on non-motor vehicle injuries
presented at Ontario trauma units, but road safety initiatives
occurring at approximately the same time may have mediated
the effects of the extension on motor vehicle collision injuries
(Vingilis et al., 2007). Also, an analysis of several converging
data sets suggested that there was little impact on the blood alco-
hol concentration (BAC)-positive fatalities with the extension
of closing hours, a finding that they found was consistent with
other studies of small changes in alcohol availability (Vingilis
et al., 2005). However, when the authors looked at the adjacent
cities of Windsor and Detroit, they detected a cross-border im-
pact. A significant increase in alcohol-related motor casualties
was found in the Windsor region and concurrently, significant
decreases in the total and alcohol-related motor vehicle casual-
ties were found in the Detroit region, after the closing hours of
licensed premises were extended in Ontario, which includes the
City of Windsor. A significant decrease was found for collisions
involving vehicles with Ontario license plates in the Detroit re-
gion (Vingilis et al., 2006). A reasonable explanation is that
prior to the change in policy, some of the drinkers who would
go to Detroit after the licensed premises closed in Windsor
were now staying in the Windsor area. Thus, it appears that
for some parts of Ontario, the increase in access to alcohol
contributed to an increase in drinking-related problems.

The Australian study presented above found that following
the introduction of extended trading hour permits, there was
a significant increase in monthly assault rates for hotels with
late trading hours and this relationship was largely accounted
for by the higher volumes of alcohol sales (Chikritzhs and
Stockwell, 2002). A subsequent study found that later trading
hours corresponded with a significant increase in monthly crash
rates (Chikritzhs and Stockwell, 2006).

Two studies focusing on changes in closing time in the UK
were found. The Licensing Act of 2003, which came into ef-
fect in November 2005, abolished closing hours for alcohol
pubs and clubs, and also permitted 24 h trading—including
off-premise or package venues. Focusing on pubs, Hough and
Hunter reported on the results of qualitative interviews with 105
business owners: a slight fall in alcohol consumption was re-
ported by respondents, and they indicated that customers were
coming out later with peak hours being pushed back, but no
obvious impact on crime or violence was noted (Hough and
Hunter, 2008).

In contrast, Newton reports on a cohort study, focusing on
an increase in alcohol-related hospital attendees between 2005
and 2006 (before and after implementation of the licensing
act) (Newton et al., 2007). The proportion of alcohol-related
assaults, which resulted in overnight hospitalization went from
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a total of 0.99% to 1.98%, alcohol-related injuries went from
1.6% to 4.1% and alcohol-related hospital admissions went
from 0.88% to 2.46%.

Several studies examine days of sale. In their investigation
of the phased introduction of Saturday openings’ of govern-
ment liquor stores in Sweden, Norström and Skog did not find
significant changes in assault indicators during either of the
two post-intervention phases. However, a significant increase
in drunk driving (by 12%) was detected during phase I, with no
change during the second phase (Norström and Skog, 2005).

A study based on the state of New Mexico examined the im-
pact of allowing package sales (off-premise) on Sundays, focus-
ing on 1990 to 2000 (McMillan and Lapham, 2006; McMillan
et al., 2007). Several findings emerged from this analysis.
Specifically, there was an estimated excess of ∼543 alcohol-
related crashes and 42 alcohol-related crash fatalities per year,
after the ban was lifted. There was marked variability in the
impact of legalized Sunday packaged alcohol sales on alcohol-
related crash rates. For example, the relative risks vary across
counties, ranging from 1.04 to 1.90. Counties and communities
that quickly passed the local option to re-ban packaged sales on
Sundays were able to mitigate most of the deleterious impact
that was associated with the increase in alcohol availability,
which was observed across the state.

Finally, a study focusing on the Brazilian city of Diadema,
investigated whether limiting the hours of alcoholic bever-
age sales in bars had an effect on homicides and violence
(Duailibi et al., 2007). Using the time-series analysis, the in-
vestigators found that restrictions on drinking hours led to
a dramatic decrease in murders and assaults against women,
specifically (Duailibi et al., 2007).

INTERPRETATIONS AND IMPLICATIONS

The studies summarized in this paper reflect a range of methods
and data resources, including archival data on alcohol sales and
AOD, mortality and morbidity statistics, and survey data. In
some studies, a cross-sectional design is evident, while others
employ a longitudinal design. There are some that involve a
quasi-experimental design, such as data collected before and
after an intervention, or use a comparison site or population.

Several caveats should be noted. Those with a cross-sectional
design provide noteworthy findings with regard to associations
between key variables, but they cannot provide a clear answer
about the causal linkage or causal direction. For example, if in a
cross-sectional study, alcohol consumption rates or prevalence
of drinking-related problems are found to be higher in jurisdic-
tion with a higher density of outlets, compared to those areas
with a lower density, it could be that higher density stimulated
an increase in alcohol consumption, or that high consumption
stimulated a receptivity to more alcohol outlets and subsequent
growth in density, or that both alcohol consumption and density
of outlets are influenced by other factors. However, as noted
in the study by Weitzman and colleagues (2003), summarized
above, although it is difficult to determine the chronological
order of supply and demand patterns, it is unlikely that supply,
e.g. higher density of outlets, fully followed demand. In their
case, both high levels of heavy episodic or binge drinking and
patterns of bar and AOD had been in place for several years.

Second, the majority of these studies focus on one inter-
vention or ‘independent’ variable. However, in reality, modi-
fications in how alcohol is managed may involve concurrent
or partially overlapping changes—increased marketing, lower
real prices, longer hours and so on. This creates complications
for isolating the impact of specific variables and interpreting
the results. For example, the privatization of alcohol retailing
in the province of Alberta in 1993 (Trolldal, 2005a) involved
a number of concurrent or overlapping changes, such as an in-
crease in the density of outlets, longer hours of sale, increase
in the average price of higher-volume lower-priced brands and
decrease in the price of higher-priced brands.

Our analysis focused on publications between 2000 and
2008. The over-arching findings are in line with earlier work
on these topics as summarized in Edwards et al. (1994), Holder
and Edwards (1995) and Babor et al. (2003). Furthermore, two
recent publications found associations between availability of
alcohol and violence among US partners (McKinney et al.,
2009) and between AOD and adolescent deviance (Freisthler
et al., 2009), which is not unexpected given the main findings
from the research literature analysed in this paper. A recent
publication by Stockwell and Chikritzhs (2009) noted that 11
of 14 peer reviewed papers with baseline and control measures
found adverse effects from increased hours or benefits from
reduced hours.

The studies from 2000 to 2008, summarized above, generally
support the conclusions drawn by Babor and colleagues (2003)
and Stockwell (2006) and also earlier work (Edwards et al.,
1994; Holder and Edwards, 1995). Babor and colleagues clas-
sified price and taxation controls, controls on hours and days of
sale, and controls on AOD as being shown to be effective
(Babor et al., 2003). Their conclusions were based on more than
a few studies and on research in several cultural settings. These
interventions were among the ‘top 10’ interventions identified
by Babor and colleagues (2003) and the findings summarized
in this paper support this conclusion.

It is noteworthy that density of outlets variable and changes in
hours or days in the sale of alcohol are related to drinking levels
and also drinking-related harm. As reflected in the literature in
this systematic review, the impact involves a wide range of
variables, populations and dimensions, including pedestrians,
young children, drivers, assaults, hospitalizations and chronic
problems.

It is clear that alcohol management has real consequences;
it can stimulate consumption and contribute to an increase in
alcohol-related problems or reduce alcohol-related harm. Many
problems can be reduced, or partially avoided, through care-
ful planning and a precautionary approach. It is feasible to
curtail the rise in alcohol consumption and high-risk drinking,
and reduce the damage from alcohol. This will require, at a
minimum, three actions: that there be no further initiatives to
increase access to alcohol; that the most effective interventions
be implemented, reinforced and evaluated; and that health and
safety experts become central contributors to policy decisions
that impact alcohol management.

In conclusion, the evidence summarized above informs the
current deliberations on alcohol policy in many jurisdictions.
These include those at the Canadian national level (Canadian
Centre on Substance Abuse, 2007), as well as in Nova Scotia
(Department of Health Promotion and Protection, 2007) and
in British Columbia (Office of the Provincial Health Officer,
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2008). The findings of this study are in line with the recom-
mended actions by the WHO (2009), a document that addresses
the availability of alcohol, including limits on hours and day of
sale and regulations on vendor and alcohol outlet density.
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Abstract
Local, state, and national policies that limit the hours that alcoholic beverages may be available for
sale might be a means of reducing excessive alcohol consumption and related harms. The methods
of the Guide to Community Preventive Services were used to synthesize scientific evidence on the
effectiveness of such policies. All of the studies included in this review assessed the effects of
increasing hours of sale in on-premises settings (in which alcoholic beverages are consumed
where purchased) in high-income nations. None of the studies was conducted in the U.S. The
review team’s initial assessment of this evidence suggested that changes of less than 2 hours were
unlikely to significantly affect excessive alcohol consumption and related harms; to explore this
hypothesis, studies assessing the effects of changing hours of sale by less than 2 hours and by 2 or
more hours were assessed separately.

There was sufficient evidence in ten qualifying studies to conclude that increasing hours of sale by
2 or more hours increases alcohol-related harms. Thus, disallowing extensions of hours of alcohol
sales by 2 or more should be expected to prevent alcohol-related harms, while policies decreasing
hours of sale by 2 hours or more at on-premises alcohol outlets may be an effective strategy for
preventing alcohol-related harms. The evidence from six qualifying studies was insufficient to
determine whether increasing hours of sale by less than 2 hours increases excessive alcohol
consumption and related harms.

Introduction
Excessive alcohol consumption is responsible for approximately 79,000 deaths per year in
the U.S., making it the third-leading cause of preventable death.1 Binge drinking
(consuming five or more drinks per occasion for men and four or more drinks per occasion
for women) is reported by approximately 15% of U.S. adults aged ≥18 years and by
approximately 29% of high school students in the U.S.2,3 The direct and indirect economic
costs of excessive drinking in 1998 were $184.6 billion.4 The reduction of excessive alcohol
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consumption in general and binge drinking in particular are thus matters of major public
health and economic interest. Reducing binge drinking among U.S. adults has been a public
health objective in Healthy People 2010.5

In the U.S., local control of the total or specific hours during which alcoholic beverages may
be sold (hereafter referred to as “hours of sale”) varies from one state to another. Some
states allow cities, counties, and other local jurisdictions to enact their own alcohol control
policies, and in these states, restrictions on hours of sale can vary from one location to
another. In other states, local control may be pre-empted by state regulations that prohibit
local authorities from enacting alcohol control regulations stricter than those that apply to
the rest of the state.6,7 As of 1953, American Indian reservations have the authority to
establish their own alcohol-related policies, prior to which alcohol was formally prohibited.8

There is also wide variation among states in the specific restrictions they place on the hours
of sale by retail setting (i.e., on- or off-premises) and by the day of the week.9 For on-
premises alcohol outlets, states allow facilities to serve alcohol for a median of 19 hours a
day on weekdays and Saturdays. Nine states (Alabama, Florida, Georgia, Illinois, Louisiana,
Maryland, Nevada, New Jersey, and South Carolina) have no limits on hours of sale for on-
premises alcohol outlets.9 On Sundays, alcohol may be served for a median of 17 hours at
on-premises facilities, with seven states placing no restrictions on Sunday on-premises sales;
four states allow no sales of alcohol at on-premises facilities on Sundays. In off-premises
settings, hours of sale are limited to a median of 18 hours on weekdays and Saturdays.
Restrictions range from no limits on hours of sale in Alabama, Florida, Georgia, Illinois,
Louisiana, Maryland, and Nevada to 8 hours of sale allowed in Idaho. On Sundays, states
allow a median of 13 hours of alcohol sales at off-premises facilities, with five states having
no restrictions; 18 states with “blue laws” allow no off-premises sales.

This review uses the methods of the Guide to Community Preventive Services (Community
Guide)10 to assess the effects of changes in the hours during which alcohol is served on
excessive alcohol consumption and related harms. A separate review published in this issue
assesses the effects of changing days of sale on excessive alcohol consumption and related
harms and concludes that increasing days of sale leads to increased consumption and related
harms. The focal question of the present review is how, within allowable days of sale, the
number of hours available for acquisition and service of alcohol affects excessive alcohol
consumption and related harms.

Findings and Recommendations from Other Reviews and Advisory Groups
Several scientific reviews11–14 have concluded that restricting the hours when alcohol may
be sold is an effective strategy for reducing excessive alcohol consumption and related
harms. One review,11 funded by the Center for Substance Abuse Prevention (CSAP), found
substantial evidence of harms associated with expanding the hours and days of alcohol sales.
This conclusion was based on previous empirical research indicating that the expansion of
the hours and days of sale increased prevalence of excessive alcohol consumption and
alcohol-related problems. Most prior reviews have combined findings on days and hours and
none have examined a threshold effect. The CSAP review included studies prior to 1999; a
recent review14 includes studies published between 2000 and 2008. The present review
covers both periods using the systematic methods of the Community Guide described below.

Several international bodies have also recommended the control of hours or days of sale, or
both as means of reducing excessive alcohol consumption and related harms.15 For example,
a recent review16 of alcohol control strategies by the WHO found that limiting of hours of
sale was an effective method for reducing alcohol-related harms. In Ireland, the Department
of Health and Children’s Strategic Task Force on Alcohol17 concluded (p. 30) that
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“restricting any further increases in the physical availability of alcohol (number of outlets
and times of sales)” is among the most effective policy measures for influencing alcohol
consumption and related harms.

Methods
The methods of the Community Guide were used to systematically review scientific studies
that have evaluated the effectiveness of limiting or maintaining existing limits on the hours
of sale for preventing excessive alcohol consumption and related harms.10 In brief, the
Community Guide process involves forming a systematic review development team (review
team), consisting of subject matter and methodology experts from other parts of the CDC,
other federal agencies, and academia, and the Task Force on Community Preventive
Services (Task Force); developing a conceptual approach for organizing, grouping, and
selecting interventions; selecting interventions to evaluate; searching for and retrieving
available research evidence on the effects of those interventions; assessing the quality of and
abstracting information from each study that meets inclusion criteria; assessing the quality
of and drawing conclusions about the body of evidence on intervention effectiveness; and
translating the evidence on effectiveness into recommendations. Evidence is collected and
summarized on (1) the effectiveness of reviewed interventions in altering selected health-
related outcomes and (2) positive or negative effects of the intervention on other health and
nonhealth outcomes. When an intervention is shown to be effective, information is also
included about (3) the applicability of evidence (i.e., the extent to which available
effectiveness data might generalize to diverse population segments and settings); (4) barriers
to implementation; and (5) the economic impact of the intervention. To help ensure
objectivity, the review process is typically led by scientists who are not employed by a
program that might be responsible for overseeing the implementation of the intervention
being evaluated.

The results of this review process are then presented to the Task Force, an independent
scientific review board that objectively considers the scientific evidence on intervention
effectiveness presented to them and then determines, with the guidance of a translation table,
whether the evidence is sufficient to warrant a recommendation on intervention
effectiveness.10 Evidence can be found to be strong, sufficient, or insufficient. Sufficient or
strong evidence may indicate benefit, harm, or ineffectiveness of the intervention whereas
insufficient evidence indicates more research is needed.

Conceptual Approach and Analytic Framework
The premise of this review is that increased availability of alcoholic beverages through any
mechanism facilitates increases in excessive consumption and related harms, and that
limiting hours of sale of alcoholic beverages is one way to reduce availability. The limitation
of hours of sale of alcoholic beverages was defined as “applying regulatory authority to limit
the hours that alcoholic beverages may be sold at on- and off-premises alcoholic beverage
outlets.” Limiting may refer to either maintaining existing limits in response to efforts to
expand hours of sale or reducing current limits on hours of sale. Hours of sale may be
regulated at the national, state, or local level or some combination of these. Off-premises
retailing refers to the sale of contained alcoholic beverages, for instance, at package stores,
liquor stores, grocery stores, or convenience stores, for consumption elsewhere. On-
premises retailing refers to the sale of alcoholic beverages for consumption at the point of
sale, for example, at bars, restaurants, or clubs.

Policies that regulate the hours of sale may be influenced by various characteristics of the
affected population, including the demand for alcoholic beverages, the age distribution of
the population, the religious affiliation and involvement of residents, and the amount of
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tourism the area attracts. Policies reducing or expanding hours of sale are hypothesized to
affect alcohol consumption and alcohol-related harms through the following means (Figure
1). First, increases or decreases in the hours of sale affect consumers’ ability to purchase
alcohol by changing its availability. Second, when access to alcoholic beverages changes,
consumers may alter their purchasing habits in several ways, including changing their
purchase volume, rescheduling their purchases, relocating their purchases, or obtaining
alcoholic beverages illegally. Changes in their purchasing habits may then affect their
drinking patterns or overall levels of alcohol use, resulting in changes in alcohol-related
problems.

Changes in the hours of sale may also affect alcohol-related health outcomes by other
means. For example, increases in the hours that alcohol is available at on-premises outlets
may be associated with increased social aggregation, which, in turn, may increase aggressive
behaviors that are exacerbated by alcohol consumption.18 Increases or decreases in the hours
that alcohol is available in one jurisdiction may also increase or decrease alcohol
consumption in adjacent jurisdictions if consumers travel from a jurisdiction with fewer
hours to one with greater hours. This may also affect the number of miles traveled to
purchase alcohol, and therefore the probability of alcohol-related motor vehicle crashes.

The present review addresses the following research question: what are the effects on
excessive alcohol consumption and related harms of changing the hours of sale at on- or off-
premises outlets? It was hypothesized that there would be a dose–response relationship
related to the magnitude of the change in hours (i.e., the amount by which hours of sale are
increased or decreased). Based on this hypothesis, the body of evidence for this review was
stratified into studies examining changes of ≥2 hours and <2 hours per day. This cut point
was chosen by the judgment of the review team that 2 hours might be a reasonable threshold
for a substantial effect and on the distribution of available studies.

The process by which hours of alcohol sale are changed in different settings may also be an
important variable to consider in evaluating the effects of such changes. In some settings in
which the allowable hours of sale are increased, any licensed facility may extend hours. In
others, facilities must apply for an extension and meet certain criteria, such as demonstrating
a lack of facility crowding in a neighborhood. It was hypothesized that the additional level
of regulation required to apply for extended opening hours might reduce the potential harm
from greater access by restricting the implementation and extent of added hours.

Inclusion and Exclusion Criteria
To be included as evidence in this review, studies had to meet certain criteria. First, studies
that assessed short-term changes in alcohol availability (e.g., alcohol sales related to a
special event such as a sports competition) were not included. Second, eligible studies
needed to assess the specific impact of changes in the hours of sale on excessive alcohol
consumption, related harms, or both, as opposed to evaluating the effect of change in
combination with other interventions. Studies of combined interventions may obscure the
effects attributable specifically to changes in hours. Third, because the current focus was on
the effects of changes in hours of sale in jurisdictions where these changes occurred, no
review was made of studies that examined the effects of changes in hours in one jurisdiction
on consumption elsewhere, for example, in neighboring jurisdictions or across a border.
Fourth, to increase the applicability of the findings to the U.S., studies had to be conducted
in countries with high-income economiesa according to the World Bank.19 Fifth, studies had
to present primary research findings, not just review other research findings. Sixth, studies
had to be published in English. Seventh, studies had to have a comparison group or, at a
minimum, compare outcomes of interest before and after a change in the policy related to
hours of sale.
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Specific types of alcohol-related harms of interest were alcohol-related diseases (e.g., liver
cirrhosis), alcohol-impaired driving, alcohol-related crashes, unintentional or intentional
injuries, and violent crime. When studies assessed multiple outcomes of interest, those
outcomes with the strongest known association with excessive alcohol consumption were
selected. Outcome measures that had the strongest known association with excessive alcohol
consumption included binge drinking, heavy drinking, liver cirrhosis mortality, alcohol-
related medical admissions, and alcohol-related motor vehicle crashes, including single-
vehicle night-time crashes (which are widely used to indicate the involvement of excessive
drinking).20 Less-direct measures included per capita ethanol consumption, a recognized
proxy for estimating the number of heavy drinkers in a population21; unintentional injuries;
suicide; and crime, such as homicide and aggravated assault.

Search for Evidence
The following databases were searched: Econlit, PsycINFO, Sociology Abstracts,
MEDLINE, Embase, and EtOH. All years of records available on the databases were
searched up to February 2008. Although the systematic search ended at this date, the review
team is not aware of additional hours of sale research published since this time. (The search
strategy will be available on the Community Guide website.) The reference lists of articles
reviewed were also searched as well as reference lists from other systematic reviews.
Government reports were considered for inclusion, but unpublished papers were not. Subject
matter experts were also consulted to identify studies that might have been missed.

Assessing the Quality and Summarizing the Body of Evidence on Effectiveness
Each study that met the inclusion criteria was read by two reviewers who used standardized
criteria to assess the suitability of the study design and threats to validity.10 Uncertainties
and disagreements between the reviewers were reconciled by consensus among the review
team members. Classification of the study designs accords with the standards of the
Community Guide review process and may differ from the classification reported in the
original studies.

Studies were evaluated based on their design and execution. Those that collected data on
exposed and control populations prospectively were classified as having the greatest design
suitability. Those that collected data retrospectively or lacked a comparison group, but that
conducted multiple pre- and post-measurements on their study population(s), were rated as
having moderate design suitability. Finally, cross-sectional studies, those without a
comparison group, and those that involved only a single pre- or post-measurement in the
intervention population were considered to have the least suitable design. Quality of
execution was assessed by examining potential threats to study validity, including an
inadequate description of the intervention or of the study population(s), poor measurement
of the exposure or outcome, failure to control for potential confounders, and a high attrition
rate among study participants. Based on these criteria, studies were characterized as having
good quality of execution if they had at most one threat to validity; fair execution if they had
two to four threats to validity, and limited quality of execution if they had five or more
threats to validity. For example, studies that used only proxy outcome measures were
assigned a penalty for this threat to validity. Only studies with good or fair quality of

aWorld Bank High-Income Economies (as of May 5, 2009): Andorra, Antigua and Barbuda, Aruba, Australia, Austria, The Bahamas,
Bahrain, Barbados, Belgium, Bermuda, Brunei Darussalam, Canada, Cayman Islands, Channel Islands, Cyprus, Czech Republic,
Denmark, Equatorial Guinea, Estonia, Faeroe Islands, Finland, France, French Polynesia, Germany, Greece, Greenland, Guam, Hong
Kong (China), Hungary, Iceland, Ireland, Isle of Man, Israel, Italy, Japan, Republic of Korea, Kuwait, Liechtenstein, Luxembourg,
Macao (China), Malta, Monaco, Netherlands, Netherlands Antilles, New Caledonia, New Zealand, Northern Mariana Islands,
Norway, Oman, Portugal, Puerto Rico, Qatar, San Marino, Saudi Arabia, Singapore, Slovak Republic, Slovenia, Spain, Sweden,
Switzerland, Trinidad and Tobago, United Arab Emirates, United Kingdom, U.S., Virgin Islands (U.S.).
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execution were included in the body of evidence; studies with any level of design suitability
were included, other than those with cross-sectional design.

Effect estimates were calculated as relative percentage change in the intervention population
compared with the control population using the following formulas:

1. For studies with pre- and post-measurements and concurrent comparison groups:

Effect estimate=(Ipost/Ipre)/(Cpost/Cpre)−1,

where:

Ipost=last reported outcome rate or count in the intervention group after the
intervention;

Ipre=reported outcome rate or count in the intervention group before the
intervention;

Cpost=last reported outcome rate or count in the comparison group after the
intervention;

Cpre=reported outcome rate or count in the comparison group before the
intervention.

2. For studies with pre- and post-measurements but no concurrent comparison:

Effect estimate=(Ipost−Ipre)/Ipre

All studies included in this review assessed the effects of increasing hours of sale, and the
control condition was not increasing hours of sale. Although the analysis here accordingly
assesses the effects of increasing hours, the public health intervention of interest is the
control condition, (i.e., limiting or not increasing hours of sale). This approach rests on the
assumption that increasing availability by increasing hours is likely to increase excessive
consumption and related harms, and thus not increasing hours when proposed is the public
health intervention. For each body of evidence, the review reports a number of events of
policy changes in hours in a given jurisdiction, each of which may have been the subject of
more than one study (a research investigation carried out by a single researcher or research
group), each of which, in turn, may have been reported in more than one paper or report.

Results on Intervention Effectiveness
Studies of Changes of >2 Hours in Hours of Sale

Ten studies22–31 of six events that resulted in a change of ≥2 hours in the hours of alcohol
sales met the inclusion criteria. Only one study22 was of greatest design suitability; however,
the principal analysis in this study was presented graphically and did not allow the
estimation of a numeric effect size. One study23 was of moderate design suitability and
eight24–31 were of least suitable design. All studies had fair quality of execution. (A
summary evidence table [Table 1]22–40 accompanies this review.)

Four of the six events studied occurred in Australia (in 1966, 1977, 1984, and 1998–2000);
one in London, England (in 2005); and one in Reykjavik, Iceland (in 2005). All of the events
led to increased hours of sale at on-premises alcohol outlets.

In Victoria, Australia, weekday and Saturday hours were extended from 6:00 PM to 10:00
PM in 1966. Hours allowed prior to this change were not reported. One study22 compared
trends in motor vehicle–related outcomes on weekdays and Saturdays before and after the
hours of alcohol sales at on-premises alcohol outlets in Victoria, Australia, were extended,
to the same outcomes on Sundays, when there was no change in hours. The author found
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that the increase in hours of sales on weekdays and Saturday did not significantly affect the
number of crashes that occurred on these days. However, she observed a change in the
timing of crashes corresponding to the change in the closing time of the on-premises alcohol
outlets. Thus, in this study, it appeared that although the number of events may not have
been affected by the change in the closing time of alcohol outlets, their timing was affected.
In contrast to this study’s findings, two subsequent analyses of the same event concluded
that the increase in hours was associated with increases in consumption23 and motor vehicle
crash injuries.24

In 1984, hours available for alcohol service in Victoria were extended from 10:00PM until
12:00MN on weekdays and Saturdays and in length of time open from 4 hours to 8 hours on
Sundays (a day on which alcohol sales had been previously allowed). Information on hours
prior to the weekday and Saturday extension is not given. A study of this event30 found an
increase in motor vehicle crash injuries associated with these increases in hours.

Between July 1998 and June 2000, Victoria granted 24-hour permits to some on-premises
alcohol outlets. A cross-sectional study comparing rates of assaults in outlets granted and
not granted 24-hour permits is inconclusive.31 Although authors claim that higher rates of
assault are associated with 24-hour facilities, their statements describing results are
inconsistent, and the authors do not provide data to allow re-evaluation.

In Tasmania (Australia), licensed premises were allowed to stay open until any hour in
1977. Prior Monday–Saturday opening hours were 10:00AM–10:00PM; Sunday hours,
12NOON–8:00PM. The assumption by policymakers underlying unrestricted closing times
was that possibly intoxicated clients would not be exiting the facilities at the same time,
potentially decreasing risks, because different outlets would choose different closing hours.
A study of this event25 found an increase in motor vehicle crash injuries associated with
these increases in hours.

In Reykjavik, licensed premises were allowed to stay open until any hour in the year 1999
on an experimental basis. Prior closing requirements were 11:30 PM on weekdays and 2:00
AM on weekends. Researchers found increases in emergency room admissions, injuries,
fighting, and suspected driving while intoxicated.26

Finally, the United Kingdom’s Licensing Act of 2003 allowed sales of alcoholic beverages
24 hours a day in England and Wales, beginning in November 2005, subject to local
licensing requirements. Three studies assessing the impact of this increase in hours of sale
produced mixed results.27–29 Two studies28,29 found a relative decrease in harms (violent
criminal offenses and alcohol-related maxillofacial trauma, respectively), whereas a third
study27 found a relative increase in harms (alcohol-related assault and injury) subsequent to
this increase in hours of sale.

Among the ten studies in this body of evidence,22–31 two studies28,29 found that an increase
of ≥2 hours in the hours of sale led to decreased alcohol-related harms (i.e., injury and
serious violent crime), and six studies23–27,30 found an increase in alcohol-related harms
relative to the period before the increase in hours of sale took place (Figure 2). The study by
Raymond22 found no effect. One study23 found a nonsignificant increase in alcohol
consumption associated with the increase in hours in Victoria, Australia, in 1966.

Information on the requirement that premises seek permits prior to expanding hours may not
have been complete in the studies reviewed. To the extent that stated permit requirements
accurately reflect the expansion process, there appears to be no systematic effect of
permitting. Although the harmful effects of permitted expansions appear to be larger than
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those in which permits were not required (Figure 2) there were also effects in the opposite
direction for studies of permitted settings.

Studies of Changes of <2 Hours in Hours of Sale
Six studies of five events (reported in ten papers32–41) that resulted in a change of <2 hours
of sale met the inclusion criteria. All studies were of on-premises alcohol outlets. Three
studies (seven papers32–35,39–41) were of greatest design suitability, three36–38 were of least
suitable design; all were of fair quality of execution. One study (two papers39,40) of the
extension of opening hours in England and Wales in 1988 did not allow the calculation of
effects for several outcomes, but it reported small and inconsistent results on multiple
alcohol-related outcomes. One41 provides graphics and report using interrupted time series
but does not report numeric results.

In 1993, Perth, Australia allowed on-premises outlets to extend their closing time from
12:00MN to 1:00AM.32–35 Findings were inconsistent, with a reported increase of alcohol
wholesale but a decline in drunk driving and an increase in assaults and in alcohol-related
crashes. None of these findings was significant.

In December 1979, the state of New South Wales in Australia expanded on-premises alcohol
outlet closing hours from 10:00PM to 11:00PM, at the same time expanding Sunday hours
and outlet settings. A study of these events36 proposed using the weekdays as the control in
an assessment of the effects of increased Sunday sales on motor vehicle fatalities. However,
this comparison is biased toward a null effect, given the change in weekday hours. A
comparison of weekday fatalities before and after the weekday expansion indicates a
reduction of 2.7% in motor vehicle fatalities over the study period associated with the
weekday increase of 1 hour in closing time. However, this outcome may be confounded by a
reduction from 0.08% to 0.05% in maximum legal blood alcohol levels in December 1980,
which would have been expected to deter drunk driving and reduce motor vehicle injuries.

In 1976, Scotland allowed on-premises outlets to extend their closing time from 10:00PM to
11:00PM.37,38 Reported changes were small and not consistent in direction. Knight found
increased consumption for women and decreased consumption for men, and Bruce reported
a small increase in the per capita consumption of beer.

In 1988, England and Wales extended the closing hours at on-premises outlets from
10:30PM to11:00PM and moved the opening time from 11:00AM to 10:00AM.39,40 The
outcomes, including mortality from liver disease and cirrhosis, pancreatitis, alcohol
poisoning, “alcohol-dependent syndrome,” alcohol psychosis, workplace absenteeism and
injury, and various motor vehicle–related outcomes) assessed in these studies were
heterogeneous and included the seemingly contradictory findings that in comparison with
changes in the control setting (Scotland), convictions for sales to underage patrons increased
by 64.1% (95% CI=21.2%, 99.0%), whereas sales to minors fell substantially. Another
finding was an increase in recorded violent crime of 15.5% (95% CI= 14.0%, 17.0%). (See
Table 1.)

Finally, in 1996, Ontario Province extended closing hours in on-premises alcohol outlets
from 1:00AM to 2:00AM. A study41 of this event used graphics and interrupted time series
to assess the effects of this change on all and alcohol-related fatal motor vehicle crashes.
Changes in Ontario were compared with changes in Michigan and New York, neither of
which changed hours of sale during the same period. The study also assessed changes in the
sales of beer, wine, and spirits in Ontario from the period before to the period following the
policy change. Numeric results are not reported. Beer consumption declined over the study
period, whereas the consumption of wine and spirits declined in the early 1990s and then
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increased in the later 1990s. The authors conclude that changes in motor vehicle outcomes
are “minimal.” Their graphics suggest a shift of the timing of alcohol-related fatalities to
later hours following the extension of hours of sale.

This small body of evidence indicates no consistent effects of changes of <2 hours on
alcohol-related outcomes. Four events of increases in hours of sale were studied. Only one
study of increased hours of sale in Perth, Australia, reported substantial increases in
wholesale alcohol purchases, assaults, and motor vehicle crashes. Two studies (of events in
England and Wales and in Ontario, Canada) did not provide numeric results but reported
small and inconsistent changes in alcohol-related outcomes including alcohol consumption,
multiple alcohol-related causes of mortality, and motor vehicle crashes. Two studies of
increased hours of sale in Scotland also reported small and inconsistent changes in alcohol
sales and consumption.

Again, information on the requirement that premises seek permits prior to expanding hours
may not have been complete in the studies reviewed. To the extent that stated permit
requirements accurately reflect the expansion process, there appears to be no systematic
effect of permitting (Figure 3).

Applicability
The studies in this review were conducted in a variety of settings outside the U.S. and during
a wide range of time periods. None-theless, the association between restrictions on the hours
when alcohol may be sold and alcohol-related harms was consistent across most geographic
locations (all in high-income countries) and time periods, and the findings of this review are
likely to be relevant for considering the potential impact of modifying the number of hours
when alcohol may be sold in the U.S.

Other Harms and Benefits
Maintaining hours of sale may sustain quality of life in communities by controlling alcohol
availability, excessive alcohol consumption, and health and social harms resulting from
excessive alcohol use (e.g., public drunkenness); evidence of effects on quality of life were
not provided by the studies reviewed. Although it is possible that crimes such as illicit
alcohol sales may increase in localities where the hours of sale are limited, no evidence of
such effects was found in any of the studies evaluated. One study26 noted increased
workload among law enforcement personnel associated with expanded hours of sale.

Barriers
The maintenance and reduction in the number of hours when alcohol may be sold may affect
overall alcohol sales and may thus be opposed by commercial interests involved in
manufacture, distribution, and sale of alcoholic beverages. The alcohol industry has
generally supported policies that remove restrictions on the access to alcohol.42

State pre-emption laws (i.e., state laws that prevent the implementation and enforcement of
local policies more restrictive than statewide regulations) can also undermine efforts by
local governments to regulate hours of sale.6 Indeed, the elimination of pre-emption laws
related to the sale of tobacco products is one of the health promotion objectives in Healthy
People 2010.5 However, there is no similar objective in Healthy People 2010 related to the
local sale of alcoholic beverages.

Economics
No studies were identified that assessed the economic impact of reducing the number of
hours when alcohol may be sold. No study was found that specifically estimated the
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magnitude of commercial losses in sales and tax revenues because of a policy of restricting
hours of alcohol sales.

Summary
This review found that increasing the hours when alcohol may be sold by ≥2 hours increased
alcohol-related harms. Evidence supporting this conclusion was based on studies conducted
in on-premises settings outside the U.S. According to Community Guide rules of evidence,
these findings provided sufficient evidence for the effectiveness of maintaining limits on
hours of sale for the reduction of alcohol-related harms when efforts are made to increase
hours by ≥2.10 Because no qualifying study assessed the effects of reducing hours of sale,
the only direct inference that can be made is that reducing hours of sale by ≥2 is likely to
avert alcohol-related harms. However, it may also be reasonable to expect that reducing
hours of sale would also reduce alcohol-related harms.

Because there was no consistent effect on excessive alcohol consumption or related harms of
increasing hours of sales by <2 hours, according to Community Guide rules of evidence,
there was insufficient evidence that this intervention had a meaningful effect.10 Insufficient
evidence means that it is not possible to determine from the available evidence whether this
policy change had a meaningful effect.

Research Gaps
All existing research on hours of sale to date has been conducted in nations other than the
U.S. It would be useful to have studies of changes in hours of sale in U.S. settings to
confirm results from other settings. In addition, all research thus far has assessed the effects
of increasing hours of sale. Although it may be a less-frequent event, evaluating the effects
of reducing hours of sale for preventing excessive alcohol consumption and related harms
would be useful. Evidence on changes in hours of sale of <2 hours is currently insufficient
because of inconsistent findings. Thus, when such changes occur, it may be worthwhile to
assess the effects of smaller changes in hours of sale on excessive alcohol consumption and
related harms to improve our understanding of the “dose–response” and “threshold”
relationships between changes in hours of sale and public health outcomes.

Additional research is also needed to more fully assess the costs and benefits of restricting
the number of hours when alcohol is sold. From a societal perspective, economic elements
should include intervention costs; loss in sales, tax revenues, and employment; reductions in
fatal and nonfatal injuries, crime, and violence; gains in safety and public order; and averted
loss of household and workplace productivity.

Finally, no studies were found that assessed the effects of changes in hours of sale in off-
premises settings. Although consumers at off-premises settings are less likely to be directly
affected by the effects of excessive consumption at the place of purchase, it is nevertheless
possible that changes in availability in these settings may also affect alcohol-related harms.
This issue merits investigation.

Discussion
Based on a systematic review of qualifying studies, this review confirms the findings of
previous reviews and adds details regarding a possible dose or threshold effect. Evidence of
the effects of changes in hours of sale of <2 hours was insufficient to determine
effectiveness because of inconsistency among findings in the body of evidence, leaving
unanswered the question of the effects of small increases in hours of sale. Data are not
sufficient to allow systematic assessment of the relative percentage increase in hours (over a
baseline) or the placement of the hours within the day.
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All of the studies included in this review assessed the effects of increasing hours of sale at
on-premises outlets, consistent with the international trend toward expanding the availability
of alcoholic beverages. Further scientific evidence is needed to fully assess the symmetry
between the effects of maintaining existing limits on the hours of sale compared with
reducing hours of sale.

The only available evidence of the effects of reducing hours of sale was from a study in
Brazil,43 which did not qualify for inclusion in the review because Brazil is not a high-
income nation, and, in general, studies of alcohol consumption from middle- and lower-
income nations are thought not to be directly applicable to the contemporary U.S. context. In
1999, the city of Diadema had very high homicide rates; 65% of these were alcohol-related.
Most of the homicides occurred between 11:00PM and 6:00AM. Diadema law allowed 24-
hour opening of alcohol outlets. In July 2002, a new city law required bars to close at
11:00PM. From 2002 to 2005, homicide rates in the city declined by 44% (95% CI=27%,
61%), controlling for mortality trends. During this time period, there was also a 17% decline
in assaults against women (the only additional outcome assessed); this finding, however,
was not significant.

In addition to the lack of studies that assessed the effect of stricter limits on the hours when
alcohol may be sold, the body of qualifying studies in this review had several other
limitations. First, some studies did not directly assess the impact of relaxing restrictions on
the hours of sales on excessive alcohol consumption and alcohol-related harms, but rather
relied on proxy measures of these effect outcomes (e.g., criminal arrest rates). Second,
nearly all of the studies relied on population-based data from public health surveillance
systems that did not capture information on alcohol control policies. As a result, many of
these studies were unable to control for some potential confounding factors. However, these
studies generally assessed changes in the same geographic area before and after the
implementation of changes in hours of sale over a fairly short time period. Other contextual
factors that could also influence alcohol sales and consumption (e.g., changes in alcohol
excise taxes) at the country, state, or community levels were likely to have remained fairly
constant during the study periods, allowing for a valid assessment of the impact of changing
hours of sale, independent of other factors, on alcohol-related harms.

The findings in this review support the potential value of allowing local communities to
maintain restrictions on hours of sale. If further research supports the effectiveness of local
restrictions on hours of sale, it would also argue for eliminating state pre-emption laws that
prohibit local governments from enacting alcohol control policies more restrictive than those
that exist statewide.
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Figure 1.
Effects of regulation of hours (and days) of alcohol sales on excessive alcohol consumption
and related harms
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Figure 2.
Relative percentage change in diverse outcomes associated with increases of ≥2 hours
DUI, driving under the influence
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Figure 3.
Relative percentage change in diverse outcomes associated with increases of <2 hours
NSW, New South Wales
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a b s t r a c t

Casinos have been introduced throughout the U.S. to spur economic development and generate tax rev-
enues. Yet, casinos may also be associated with a variety of social ills. One issue that has not been
empirically tested in the literature is whether there is a link between casino expansion and alcohol-related
fatal traffic accidents. We suspect a link may exist since casinos often serve alcohol to their patrons and,
by their dispersed nature, could impact driving distances after drinking. Using the variation in the tim-
ing and location of casino openings over a 10-year period, we isolate the impact of casino introduction
on alcohol-related fatal accidents. Results indicate that there is a strong link between the presence of a
asinos
runk driving
raffic fatalities

EL classification:

casino in a county and the number of alcohol-related fatal traffic accidents. However, this relationship
is negatively related to the local-area (county) population. Results prove durable, as we subject them to
robustness checks.

© 2010 Elsevier B.V. All rights reserved.

c
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. Introduction

With the exception of Nevada and Atlantic City, NJ, casinos
ad no significant presence in the United States until Congress
assed the Indian Gaming Regulatory Act (IGRA) in 1988. The

GRA opened the door for formalized Indian casinos by allowing
aming to exist on tribal lands, subject to a compact agreement
ith the state government.1 Shortly after the IGRA passed, several

tates also began to legalize commercial casinos. Together these
hanges in the legislative landscape surrounding casinos led to a
remendous increase in the presence of casinos across the United
tates. By the end of 2008 commercial casinos were operating in
2 states with annual revenues exceeding $32 billion (American
aming Association, 2009), while tribal casinos had opened in 29
tates with annual revenues exceeding $26 billion (National Indian

aming Commission, 2009). Collectively, the casino sector has a
ignificant economic presence.

While the casino industry is one of the fastest growing
ntertainment industries in the U.S., its growth is not without

∗ Corresponding author. Tel.: +1 843 953 8192.
E-mail address: WalkerD@cofc.edu (D.M. Walker).

1 See Light and Rand (2005) for a comprehensive discussion of tribal casinos and
elevant law.

s
a
a
s

a
a
c
t
O

167-6296/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
oi:10.1016/j.jhealeco.2010.08.002
ontroversy. Casino opponents argue that casinos bring a variety
f social problems, including increases in crime, bankruptcy, and
ivorce. Recently claims of casinos leading to higher drunk driving
revalence have also been noted. For example, newspaper reports
ften link DUI arrests and/or alcohol-related traffic fatalities to casi-
os that serve alcohol (e.g., Cornfield, 2009; Smith, 2010). Many
asinos follow a “destination resort” model; they include restau-
ants, bars, shows, shops, and a hotel. Other casinos cater more to a
ocal clientele. At a minimum, both types of casino typically include

bar service and casino customers often enjoy drinking alcohol
hile they socialize and play casino games. The fact that alcohol

s readily available at many casinos suggests that casinos may, in
act, be a catalyst for increased drunk driving and hence, increased
lcohol-related traffic fatalities. However, a more detailed look at
he possible impact of casinos on drunken driving behavior demon-
trates that there could be an inverse relationship between casinos
nd drunk driving under the right circumstances. Regardless, we
re aware of no previous study that rigorously examines the pos-
ibility of such a link.

The purpose of this study is to test whether there is, in fact,

relationship between the spread of casinos and the number of

lcohol-related fatal traffic accidents. Our analysis utilizes U.S.
ounty-level data from 1990 to 2000, a period of time that saw
he overwhelming majority of casino openings in the last 30 years.
verall, this presents a natural laboratory to test the effects of

dx.doi.org/10.1016/j.jhealeco.2010.08.002
http://www.sciencedirect.com/science/journal/01676296
http://www.elsevier.com/locate/econbase
mailto:WalkerD@cofc.edu
dx.doi.org/10.1016/j.jhealeco.2010.08.002
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alcoholic beverages, so a gambler would have to “sacrifice” some
of their gambling dollars in order to purchase a drink. This might
lead patrons to drink less at the casino than they might have oth-
erwise at some bar or nightclub.3 Lastly, if we assume that some

2 We see professional sporting events actively facilitating this behavior as they
frequently stop alcohol sales after the third quarter of a football game or after the
7th inning in a baseball game, for example.
C.D. Cotti, D.M. Walker / Journal o

asino entry on accident risk. In the next section we provide back-
round information and discuss various theoretical issues and
redictions surrounding possible effects.

In general, our estimates reveal that casino entry does signif-
cantly impact the danger posed by drunk drivers, but that the
irection and size of this effect is related to the size of the pop-
lation where the casino opens. Specifically, our best estimate

ndicates that alcohol-related fatal accidents increase by about 9.2%
or casino counties with the mean log population, yet this estimated
ffect declines as population increases. Although this is a striking
esult, we will demonstrate below that our estimates are robust to
he inclusion of controls for area and time fixed effects, changes in
opulation, changes in other policies that may impact drunk driv-

ng behavior (e.g., beer taxes, blood alcohol content regulations),
s well as changes in factors that may influence overall driving risk
eparate from drinking behavior (e.g., road construction, weather).
urthermore, these estimates are also robust to several alternative
efinitions of the control group, the dependent variable, and to the
stimation method selected (e.g., weighted least squares, Poisson,
robit).

. Background and theoretical considerations

The principle motivation by governments to allow casinos to
pen in their jurisdictions is the hope that casinos will create eco-
omic growth and increase tax revenues at the state level. The
asino expansion of the early 1990s had mostly died off until the
007–09 recession compounded state-level fiscal crises. Conse-
uently, much of the existing research focuses on the pre-2000
eriod of time that saw the vast majority of casino openings in
he U.S. Given the typical motivation for casinos, research has
ften focused on evaluating the impacts of casino introduction on
conomic development or government revenue generation (e.g.,
lliott and Navin, 2002; Mason and Stranahan, 1996; Siegel and
nders, 2001). While less numerous, other studies have looked
t how casino introduction has impacted consumers’ behavior
ith respect to related sectors of the local economy, such as
otels, restaurants, bars, and property values (e.g., Anders et al.,
998; Popp and Stehwien, 2002; Siegel and Anders, 1999; Wenz,
007). Of course, other researchers have also recognized that this

arge increase in the presence of casinos and gambling could have
mportant impacts on crime, bankruptcy, divorce, and other social
lls (e.g., Barron et al., 2002; Curran and Scarpitti, 1991; Garrett
nd Nichols, 2008; Grinols and Mustard, 2006; Stitt et al., 2003;
halheimer and Ali, 2004). However, little attention has been paid
o how the introduction of casinos into a community or region
mpacts drinking and driving habits and their effects. This lack of
esearch is surprising, given the degree to which alcohol use often
ccompanies casino gambling.

There is an extensive literature that estimates the impacts of
hanges in public policies, such as minimum legal drinking age
aws, beer taxes, and zero-tolerance policies, on drunk driving
ehavior (e.g., Carpenter, 2004; Chaloupka et al., 2002; Dee, 1999;
uhm, 1996). The motivation behind these policy changes is that
hey will impact individual behavior and reduce drunk driving. Of
ourse, any factor that changes drinking behavior or the location
f drinking activities can impact drunk driving outcomes, whether
ntended or not. The introduction of casinos into an area may be
ne such factor.
One can imagine a variety of ways by which casinos might
mpact drunk driving behavior. For example, there are several rea-
ons to suspect that casino presence may lead to an increase in
runk driving. First, the location of a casino could promote an

ncrease in the total number of miles driven after drinking, which

t
c
w
i
w
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ould lead to an increase in automobile accidents in an area fol-
owing the opening of a casino. Existing literature on consumer
ehavior supports the contention that small differences in con-
umer utility can prompt changes in driving habits. For example,
he cross-border shopping literature indicates that people will con-
ume what they desire in an alternate location when their own
urisdiction has limits or restrictions on consumption, or relatively
igh costs (Asplund et al., 2007; Ferris, 2000). Some Canadians, for
xample, drive great distances to consume health services in the
.S. In the case of casinos, their presence may draw people from
large surrounding area to gamble. However, this effect on drunk
riving fatalities would depend on the extent to which the intro-
uction of casinos actually does lead to a net increase in the number
f people driving and the average distance to casinos. The distance
o casinos is likely to decrease as casinos become more widespread,
ut the introduction of casinos could increase the number of peo-
le driving in the area immediately surrounding the casino. If this

s the case, we would expect that the introduction of a casino will
ikely increase the number of miles driven in a county, which could
lso increase the amount of drunk driving accidents, ceteris paribus,
s drinking and gambling often go together.

Similarly, a product differentiation effect could also lead to
reater distances driven after drinking. Specifically, Lee (1997)
pplies a Löschian location model (Lösch, 1954) to describe the
exagonal market areas created by bar service differentiation. He
osits that bar differentiation leads to more drunk driving. As casi-
os can act as a substitute for bars in many ways, yet allow for
xtensive gambling activities while drinking, the introduction of a
asino may increase the degree of product differentiation among
rinking options in an area. So, one can assume that consumers
ill drive to the casino if their additional transportation and time

osts do not cause their total costs to exceed their benefits from
eing able to gamble and drink. Therefore, the casino represents a
ew option for some consumers and may be likely to increase the
roportional miles driven drunk as a result.

Of course, the impact of casinos on drunk driving could be
egative, and this alternative possibility must be considered. The
ttraction of a nearby casino may cause a substitution effect, as
any individuals substitute away from other discretionary pur-

uits, such as a night out at the local bar or club, to spend an
vening gambling at a casino. As a result, if the ability to gamble
t a casino creates a sufficient substitute to drinking at a bar, or if
asino patrons drink less at the casino than they would have with-
ut the casino option, then we may see a decrease in alcohol-related
ccident risk in an area after the introduction of a casino. More-
ver, while many casinos must follow local “bar time” laws when
t comes to serving alcohol, the casinos themselves are typically
pen 24 h. This could give intoxicated individuals the opportunity
o sober up before driving home.2 We should also point out that,
nlike casinos in Las Vegas or Atlantic City, which give complemen-
ary alcoholic beverages to those gambling, many casinos charge for
3 Casinos’ policies with respect to alcohol vary by market; some states have a law
hat prohibits casinos providing free alcohol to patrons. That said, there is extensive
omplexity involved in identifying the casino specific treatment of these policies,
hich prohibited us from being able to specifically control for casino alcohol policies

n our model. This exclusion would only impact our findings significantly if there
as correlation between the county population and the likelihood of offering free
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rinkers choose to frequent the closest drinking establishment to
heir residence, by increasing the number of drinking options in a
ounty, the casino could reduce the distance driven after drinking
mong some intoxicated drivers.

Regardless of the economic theory, the literature discussed
bove would support the idea that the relatively dispersed nature
f casino locations across the country could lead to an increased
ccident risk due to greater distances traveled by drunk driving
amblers. Indeed, some casinos have acknowledged such prob-
ems. For example, the Connecticut-based Mohegan Sun Casino
dmitted that there is a problem with drunk drivers leaving their
asino (WFSB Hartford, 2009). A few studies have indirectly exam-
ned the link between casinos or gambling and DUI arrests (e.g.,
euter, 1997; Stitt et al., 2003; Stokowski, 1996; Wilson, 2001), but
runk driving is not their primary focus. Furthermore, none of these
tudies addresses the potential link between casinos and alcohol-
elated fatal accidents. We can find no study that has previously
ested for such a link.

In addition to the economic literature on drinking and driving,
he gambling and psychology literatures provide an anecdotal link
etween casinos and drunk driving. In particular, a large proportion
f problem gamblers4 have coexisting disorders (“comorbidity”),
ncluding alcohol abuse, which may affect the relationship between
asinos and drunk driving. For example, Welte et al. (2001) find
hat problem drinkers (alcoholics) are 23 times more likely to have

gambling problem than individuals who do not have a drink-
ng problem. Petry et al. (2005) have estimated that over 70% of
athological gamblers in the U.S. also have an alcohol use disor-
er. Since gamblers are the individuals we would most expect to

ncrease their driving after the introduction of a casino, and since
disproportionate number of alcoholics are gamblers, then it is

lausible to expect a casino to encourage travel disproportionately
y the individuals who are most likely to drive while intoxicated.
f course, casino patrons are not all problem gamblers and alco-
olics, but there is a small proportion of the population that has
rinking and gambling problems, and this may have an impact on
ny relationship between casinos and drunk driving and therefore,
n alcohol-related fatal accidents.

Given the discussion above about the potential impacts of casino
ntroduction on drinking and driving behavior, we must consider

hat factors we anticipate will impact the strength of a particular
ffect on drunk driving. Specifically, we believe that the largest fac-
or is likely to be population of the area where the casino locates. In
arge cities, casino patrons will disproportionately be locals, who
o not need to travel great distances, or who may have public trans-
ortation options. Indeed, the opening of a casino in an urban area
ay not be expected to have any impact on miles driven, since

he casino represents one new entertainment option out of many
xisting ones. Yet, in the case of rurally located casinos, with small
ocal populations, a large proportion of the casino’s customers are
ikely to have driven longer distances, relative to patrons at urban
asinos. Therefore, we might expect miles driven and the number

f alcohol-related fatal accidents following the introduction of a
asino to be greater in rural than in urban areas. To the extent that
asinos – either rural or urban – attract new tourists to a particular
rea, then we would expect an increase in miles driven. Overall,

rinks, and our anecdotal research suggests this is not the case. We do, however,
ecognize this limitation of our analysis.

4 A “problem gambler” is defined as a person that gambles to such an extent that it
isrupts their professional or personal life. Psychologists have estimated that about
–3% of U.S. adults have a gambling problem (American Psychiatric Association,
994). However, it is beyond the scope of our study to address the various levels of
roblem gambling severity.
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e believe that the net impact of casino introduction on alcohol-
elated traffic risk will depend on the population or “urbanicity” of
he area where the casino locates, and this hypothesis is reflected
n our empirical specification.

In the remainder of the paper, we investigate whether these
heoretical predictions are verified by observing the how local
lcohol-related fatal accidents were impacted by casino entry. We
nd substantial evidence that the number of fatal accidents involv-

ng alcohol is impacted by casino entry, but the magnitude and
irection of the effect is indeed dependent on the size of the local
opulation.

. Data and methods

In order to analyze any relationship that might exist between
asinos and alcohol-related fatal accidents (ARFAs, hereafter), we
ust choose appropriate data. Although data are readily available

t a state level, such aggregation would likely not foster a good
nalysis since many states with casinos have few of them, which
eans the locations of the casinos would be a necessary control

or the analysis. County-level data are available on casinos and on
RFAs, and we view this to be the ideal level for our analysis.

.1. Casino and fatal accident data

The vast majority of the expansion in the U.S. casino industry
ccurred during the 1990–2000 period. Between 2000 and 2008,
nly one state (Pennsylvania) legalized commercial casinos. We
re interested in analyzing whether and how the spread of casinos
as affected ARFAs, so like most casino-focused studies we choose
he 1990–2000 period of time for our analysis. A set of 131 coun-
ies saw casinos open within their borders between 1990 and 2000.
hese casino counties represent the treatment group for our pri-
ary estimates.5 We link these data on casino location to data on

atal vehicle crashes obtained through the National Highway Traffic
afety Administration’s (NHTSA) Fatality Analysis Reporting Sys-
em (FARS).6 Our primary variable of interest is the annual number
f fatal accidents in a county for which a driver’s imputed blood
lcohol content (BAC) exceeds 0.08. The legal maximum BAC is set
y state government and every state currently has a maximum legal
AC of 0.08.

Although Federal law requires that BAC levels be obtained from
very fatal crash, this is frequently not done and can lead to sub-
tantial bias in any estimation. The NHTSA is aware of this issue
nd provides imputed measures of the BAC for all drivers who were
ot tested. The NHTSA creates the imputed values using a multi-
ude of characteristics in each case, including factors such as time
f day, day of week, contents of the police report, and position of car
n the road (NHTSA, 2002).7 While previous studies using counts
enerated from older FARS data used imputed values based on dis-
riminant analysis, or relied on counts generated from accidents

hat were more likely to be alcohol-related (e.g., crashes on week-
nd evenings), more recent studies use data generated by this new
HTSA procedure (e.g., Villaveces et al., 2003; Hingson et al., 2005;
ummings et al., 2006).

5 For clarity, Atlantic County, NJ and all counties in Nevada were excluded from
he analysis due to the unique nature of the casino industry in these areas. Results
re robust to this restriction. The list of treatment casino counties is available from
he authors upon request.

6 To be clear, the NHTSA reports fatal accidents on all roadways, not just “high-
ays.”
7 This follows suggestions from Rubin et al. (1998) and improves on the former

rocedure based on discriminant analysis (Klein, 1986; NHTSA, 2002).
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Table 1
County-year means and proportions of key variables in balanced-sample analysis.

All counties Casino counties Non-casino counties

Number of annual fatal accidents involving a driver with a blood alcohol content (BAC) above 0.08 31.83 39.29 30.51
Number of fatal accidents involving a driver with a positive blood alcohol level 37.71 46.54 36.15
Number of fatal accidents involving no alcohol 63.89 78.52 61.30
Population (unweighted, from U.S. Census Bureau) 150,471 270,803 139,501
County unemployment rate (from Local Area Unemployment Statistics) 5.68% 5.98% 5.63%
Prevailing beer tax per gallon (in 2000 dollars) $0.24 $0.23 $0.24
BAC law specifying minimum of 0.08 29.1% 36.03% 27.84%
Zero-tolerance laws 56.23% 59.48% 55.66%
Number of observations (number of counties) 17,248 (1,568) 1,441 (131) 15,807 (1,437)
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The inclusion of county fixed effects (˛c) and time fixed effects
(�t) are imperative to proper identification when utilizing this
empirical research design. Specifically, the inclusion of county fixed
effects captures differences in accident prevalence across coun-

8 For example, a Poisson regression (Hausman et al., 1984) could be used given
the discrete measurement of the dependent variable (before logging). Given the
potential over-dispersion of the dependent variable, however, the Poisson might be
inappropriate. Therefore, a negative binomial model might be more appealing, but
the conditional negative binomial model correcting for over-dispersion has recently
been criticized on the grounds of failing to be a true fixed effects estimator (Allison
and Waterman, 2002). We settle on weighted least squares as the least problematic
and most easily interpretable measure to use in presenting the basic results. We
conducted a multitude of robustness checks to ensure our choice of model is not
driving the result, many of which are later reported in Table 4.

9 We recognize that utilizing a dichotomous variable to indicate whether there
is a casino present in a county or not ignores any differences in the size of the
otes: (1) As the primary estimation is weighted by county population, the above m
ith the primary sample utilized in the analysis, the above values are from a balanc
ounty, NJ.

We aggregate NHTSA counts of fatal accidents involving a driver
ith a BAC content exceeding 0.08 by county and year. We can link

nnual fatal accident counts to other available county-level annual
ata (i.e., population data from the Census Bureau). Moreover,
nnual counts provide us with a sufficient number of accidents for
ach county upon which to base the analyses.

Unfortunately, county authorities sometimes fail to report any
ccident data for a particular year, leaving us with an unbal-
nced panel. For our main estimates we include only counties for
hich FARS data were available for all 11 years of our analysis

1990–2000). We do, however, test the robustness of this restric-
ion. Table 1 reports means and proportions of variables included in
he analysis for both the treatment counties and counties without
casino. The second column in the table, casino counties, includes
ll county-year observations for counties that have a casino present
ithin their borders for at least 1 year in the sample time period.

n many cases there are small differences between the treatment
nd control counties, although some variables, such as county pop-
lation and the prevailing beer tax, are very similar. There are two
otable differences between the casino and non-casino counties.
irst, higher unemployment rates are observed in the treatment
ounties. This is consistent with the idea that some municipalities
r states attempt to utilize casinos as a form of economic devel-
pment in depressed areas. The second difference is that there is
larger number of fatal automobile accidents (alcohol-related and
on-alcohol-related) in the casino counties.

.2. Methodology

We first pool a balanced sample of all of the counties in which a
asino was open (the treatment group) and the remaining counties
n the U.S. that did not have a casino present during the sample
eriod (the control group). We experiment later with alternative
amples and the results prove robust. Our basic analysis begins
ith the following fixed effects regression model:

RFAct = ˛c + �t + ˇ1Cct + ˇ2Pct + ˇ3CPct + � ′Xct + εct, (1)

here subscript c denotes counties and t denotes years. ARFA is the
umber of alcohol-related fatal accidents; ˛c and �t are county and
ime fixed effects, respectively; C is a dichotomous variable indicat-
ng the presence of a casino; P is the log of county population; CP is
n interaction term between the casino variable and the log of the
ounty population; X is a vector of additional variables, explained
n more detail along with the other variables, below; and ε is the
rror term.
ARFA is defined in most estimates as the log of the number of
atal accidents involving a driver whose measured BAC exceeded
.08 in a given county-year cell. Specifically, in constructing ARFA
e add one to the number of ARFAs in each county-year to pre-

ent losing the very small counties that may have zero accidents

c
t
o

t
e

and proportions are weighted similarly, unless noted. (2) To maintain consistency
ple of counties, and they exclude data from the state of Nevada and from Atlantic

hen the values are logged. Results prove robust to this approach.
e judge logs to be the most appropriate scale for the dependent

ariable because the median estimated number of fatal accidents
or the county-years in the sample is less than the mean.

Given that the number of accidents may be highly variable in
maller counties and that we use data aggregated to the county-
ear level, we weight the OLS estimates by county-year population
ize obtained from the Census Bureau. Estimation of Eq. (1) will
herefore use weighted least squares (WLS). We also correct all
tandard errors to allow for non-independence of observations
rom the same state through clustering. This follows Arellano
1987) and Bertrand et al. (2004). We show later that redefining
he dependent variable or using a different estimation model yields
ualitatively identical results.8

Variable C is a county indicator that is set to one if the county
as a casino present in a given year.9 Variable CP is the interac-
ion of the casino dummy and the log of the county population. To
llow for a more meaningful interpretation, we will also estimate
P as the interaction of the casino dummy and the demeaned log
f the county population. Thus, the estimate of ˇ3 can be read as an
stimate of the percent increase in ARFAs after a casino opens in a
ounty with an average log population, relative to a control group
f counties that did not have a casino open at any point during the
ample period. As mentioned earlier in the paper, we believe that
rinking and driving outcomes are likely to be affected by the pop-
lation of the counties impacted, hence variable CP, capturing the
asino-population interaction, will help to identify whether such a
elationship does exist.10
asino environment across counties and over time. Unfortunately we were unable
o obtain any reliable or comprehensive measure of casino size at the county level
r for individual casinos. This is a limitation of our analysis.
10 It is important to note that the inclusion of the log of population is equivalent
o the inclusion of the log of population per square mile, given that county fixed
ffects are included and that the area size of counties does not vary over time.
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Also as expected, the number of fatal accidents involving no alcohol
is also positive and highly significant. We believe this captures the
general accident trend in a county, which is driven by factors that
impact the relative driving danger of an area separate from alcohol,
92 C.D. Cotti, D.M. Walker / Journal o

ies that are time-invariant. Therefore, the inclusion of fixed effects
llows us to compare counties with persistent differences in acci-
ent prevalence, without concern that these differences will impact
ur estimates. On the other hand, time fixed effects capture changes
n accident prevalence over time that is common in all counties.

We recognize the recent empirically rigorous studies that eval-
ate the determinants of drunk driving (e.g., Dee, 1999; Baughman
t al., 2001; Eisenberg, 2003) and understand that our empiri-
al strategy should isolate the impact of casinos from the other
eterminants of ARFAs. We know that population growth will

ikely increase the number of accidents, so one control is the log
f the county’s population (P), obtained from the Census Bureau.
lthough we think casino openings are likely exogenous in the
ontext of our study, there may exist some correlation between
asino presence and some other factors. Our empirical approach
ddresses this in a number of ways. First, the county fixed effects
apture differences in counties that might affect accidents and are
onstant over time. We also add various covariates that capture
ounty-specific changes in a county’s ARFAs over time and include
hem in the X vector.

Second, Ruhm and Black (2002) showed that downturns in the
conomy have a small negative net impact on drinking behavior. So,
ounty unemployment rates collected from the Local Area Unem-
loyment Statistics (LAUS) program are included in X.

Third, we are concerned that there may be an underlying
ropensity for all traffic accidents to change in a county (or state)
ver time because of differences in speed limits, gas prices, gen-
ral economic activity, highway construction, weather patterns,
nsurance rates, or other factors that might confound the interpre-
ation of our estimates of ARFAs. To capture these, we employ an
pproach employed by Adams and Cotti (2008), which utilizes the
og number of accidents per county that were not alcohol-related
also measured in the FARS data). This control isolates the effect
f the independent variables (including the casino variables) apart
rom the many potentially omitted factors that make it more dan-
erous to drive in any particular locality. Given that this captures
nderlying traffic trends in the data, it would capture any differ-
nces in general accident risk that may arise between the treatment
nd control groups during the sample period analyzed, and as such
s a very powerful control.

Another issue that must be addressed in this analysis is the con-
ern that the opening of a casino in a county is correlated with
ther government policies that are meant to deter drunk drivers.
e use data from 1990 to 2000, however, which is a time period

eyond the point that most states had engaged in most of their
egislative activity aimed at deterring drunk driving. For example,
ince 1988 the minimum legal drinking age has been 21 in all states.
his alleviates the concern that casino passage tended to coincide
ith legislation aimed to deter intoxicated drivers. The fact that

ur sample includes casinos from every region of the U.S. further
upports the experimental nature of our study.

Nevertheless, during our sample period, there were three state-
evel variables that changed enough to raise concern that they

ight confound the interpretation of the estimated casino effect.
irst, a number of states lowered the minimum BAC used to deter-
ine whether a driver was legally intoxicated, from 0.10 to 0.08.

able 1 shows that more counties in our treatment group than
he control group were affected by this reduction. Dee (2001) and
isenberg (2003) use somewhat older data to show that stricter BAC
equirements reduce drunk driving accidents. For this reason, we

nclude controls for whether the county is located in a state that had
0.08 statute for a given year; the remainder of the counties had
.10 BAC laws during this time period. Second, many states passed
ero-tolerance laws on teen drivers during our sample time-frame.
arpenter (2004) shows that these laws play an important role in

a
a

th Economics 29 (2010) 788–796

educing drinking and driving among young drivers, so we include
dummy variable indicating if a state had a zero-tolerance alcohol
olicy in place. Third, alcohol excise taxes varied over our sample
eriod, as some states increased or decreased their rates. Ruhm
1996) finds beer taxes to be effective in deterring drunk driving
or at least a subset of the population. Eisenberg (2003), however,
nds limited evidence of such an effect from beer taxes. We include
ontrols for the log of beer taxes (in 2000 dollars) to capture any tax
ffect. However, a look at Table 1 shows little differential variation
n beer taxes between the treatment and control states.

There are obviously other minor state and local laws and regu-
ations aimed at deterring drunk driving, many of which might be
ffective in certain areas. We find that adding control variables for
AC laws, zero-tolerance policies, and beer taxes does not substan-
ially change our estimated casino effect. So, if these much more
isible and effective policies are not correlated with the introduc-
ion of casinos, it is unlikely our results would be affected by less
isible policies.11

. Results

.1. Basic results

We begin by estimating Eq. (1) for a balanced sample of all the
reatment and control counties. Results are shown in column (1)
f Table 2 and indicate that, for counties of near the mean logged
opulation, the opening of a casino increases alcohol-related fatal
ccidents (ARFAs) by a statistically significant 9.2%. Consistent with
ur expectations, the casino-population interaction shows that
his effect declines as population size increases. Recall, we esti-

ate the casino effect where the casino-population interaction is
efined as the interaction of the casino dummy and the demeaned

og of the county population.12 So, the estimates on the casino
nd casino-population interaction variables provide evidence that
asino presence does impact ARFAs, but the population of a county
etermines the magnitude and the direction of the effect. For exam-
le, the estimates in Table 2, column (1) suggest that smaller/rural
ounties with casinos, such as Sauk County, WI (average sample
opulation = 17,339; log population = 9.76) would see a statistically
ignificant increase in ARFAs of 16.9% (p-value = 0.014), while much
arger/urban counties with casinos, such as Milwaukee County,

I (average sample population = 936,589; log population = 13.75)
ould see a statistically significant decline in ARFAs of 6.1% from

he introduction of a casino (p-value = 0.064). In light of our earlier
heoretical discussion of the possible effects of casinos on ARFAs,
ur results may indicate that in rural counties, casinos tend to
ncrease miles driven by intoxicated drivers (potentially from res-
dents of the county and by out-of-county visitors), and therefore

ake ARFAs more likely. In urban settings, however, it appears
hat this effect may be more than offset by a substitution of casino
atronage for other drinking establishments, coupled with other
spects of urban living, such as a much greater availability of public
ransportation.

With regard to the other variables in the regression, as expected,
ll else equal, population growth increases the number of accidents.
11 We also included interaction terms of the casino variable and the policy vari-
bles. However, none of these interaction terms was significant and they did not
ffect the overall results.
12 Average (unweighted) log population in the sample is 11.095.
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Table 2
Effects of casino entry on ARFAs, 1990–2000.

Explanatory variables Dep. variable: Nat. log alcohol-related
fatal accidents (ARFAs) WLS

(1) (2)

Casino dummy (C) 0.092** 0.117***

(0.041) (0.041)
Casino-population interaction (CP)a −0.058** −0.081***

(0.023) (0.028)
Border county dummy (B) – 0.107***

– (0.033)
Border county-population interaction (BP)b – −0.069***

– (0.017)
Nat. log county population (P) 0.488*** 0.449***

(0.171) (0.175)
Nat. log non-alcohol-related fatal accidents 0.148*** 0.135***

(0.031) (0.024)
Zero-tolerance law dummy −0.052** −0.056***

(0.021) (0.020)
0.08 blood alcohol content (BAC) dummy 0.034 0.029

(0.044) (0.038)
Nat. log beer tax (in 2000 dollars) −0.087 −0.069

(0.074) (0.069)
Nat. log county unemployment rate −0.085* −0.095*

(0.051) (0.054)

Observations 17,248 17,248
Counties 1568 1568
States 50 50
R-squared 0.940 0.941

Notes: (1) Robust standard errors are in parentheses. (2) Estimates are clustered at the state level to allow for non-independence
of observations from the same state. (3) Estimates are weighted by county population. (4) Nevada and Atlantic County, NJ have
been excluded. (5) Only counties where observations were available for all 11 years are included.

a The casino-population interaction is demeaned for interpretation at a meaningful population and is defined as (casino
dummy) × [ln(population) − ln(mean population)].

b The border county-population interaction is demeaned for interpretation at a meaningful population and is defined as
tion)].
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(border county dummy) × [ln(population) − ln(mean popula
* p < 0.1.

** p < 0.05.
*** p < 0.01.

uch as road construction or weather. It is important to note that,
lthough changes in non-alcohol-related accidents are highly cor-
elated with ARFAs, the effect of the casino and casino-population
nteraction is still significant.13 Estimates on the remaining controls
re as anticipated or are insignificant.

The identification strategy utilized to this point is predicated
n the assumption that after the inclusion of fixed effects and
ime-varying controls, the casino counties are comparable to the
on-casino counties. Yet, even though we have controlled for
hanges in non-alcohol-related trends, there is always the concern
hat casino openings are somehow correlated with some unob-
erved trend in ARFAs. Although we view this to be unlikely, in
ight of the aforementioned controls and the exogenous nature of
asinos with regard to drunk driving, we do test for the presence
f such a correlation in two ways. First, we fail to reject the null
ypothesis that the pre-casino trends of ARFAs in the treatment and
ontrol groups are identical, thus providing no evidence to indicate
hat there is a difference in accident trends between the control

roup and treatment group in the years prior to casino entry (p-
alue = 0.562). Second, we look at the effect of casinos over time by
ntroducing lead and lagged effects, as well as a contemporaneous
ffect of the casino entry. The lead effects are informative in that we

13 One could envision a falsification exercise where the log of non-alcohol-related
ccidents is the dependent variable. However, we find no evidence of a casino effect
n accidents with no alcohol involved (Coef. = 0.019, SE = 0.035). Likewise, the esti-
ated effect of the casino-population interaction is both statistically and absolutely

nsignificant (Coef. = −0.001, SE = 0.018). It is only the alcohol-related crashes that are
mpacted by casino entry.

o
i
9
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s
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r

an determine whether the estimates of the casino dummy variable
C) are indeed stemming from the opening of casino, as opposed to
he effect of a previously existing trend. The results, presented in
able 3, indicate the expected pattern as the lead effects are not
ignificant and have opposing signs, while estimates only become
tatistically significant and consistently positive after the casino
pens.14 Overall, these results provide no evidence to suggest that
he estimates in Table 2, column (1) are the result of trending dif-
erences between the treatment and control counties; instead they
ppear to be real effects of casinos.

.2. Robustness checks

Although we view our empirical decisions thus far as reasonable,
e recognize there are several alternative definitions of the sam-
le, the dependent variable, the policy variables, and estimation
ethods that we could have employed. In order to verify that the

esults are not sensitive to our choices, we next engage in a series
f robustness checks, which we summarize in Table 4. For compar-
son, row (1) repeats the primary results from Table 2, column (1), a

.2% increase in ARFAs after casino entry, with a −0.058 estimated
oefficient on the demeaned casino-population interaction.

Our first set of robustness checks tests the robustness of our cho-
en estimation model. We have been using weighted least squares

14 A test of the joint significance of leads fails to reject the null hypothesis that leads
ointly equal zero (p-value = 0.5506). Test of the joint significance of lags successfully
ejects the null hypothesis that lags jointly equal zero (p-value = 0.0636).



794 C.D. Cotti, D.M. Walker / Journal of Heal

Table 3
Effects of casino entry on ARFAs, leads and lags.

Dep. variable: Nat. log
alcohol-related fatal
accidents (ARFAs) WLS
Casino year effects

Lead 3 years+ 0.049
(0.070)

Lead 2 years −0.074
(0.063)

Lead 1 year −0.036
(0.078)

Year of casino opening 0.057
(0.052)

Lag 1 year 0.126**

(0.046)
Lag 2 years 0.090

(0.060)
Lag 3 years + 0.126**

(0.059)

p-value: test joint significance of leads 0.5506
p-value: test joint significance of lags 0.0636*

Observations 17,248
Counties 1568
States 50
R-squared 0.940

Notes: (1) Results are analogous to those presented in the first column of Table 2.
Hence, all control variables from Table 2, column (1), as well as interactions between
the lead/lag dummies and log of demeaned population were included in this regres-
sion. (2) Robust standard errors are in parentheses. (3) Estimates are clustered at
the state level to allow for non-independence of observations from the same state.
(4) Estimates are weighted by county population. (5) Nevada and Atlantic County,
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J have been excluded. (6) Only counties where observations were available for all
1 years are included.

* p < 0.1.
** p < 0.05.

stimation with a log transformed dependent variable. However,
everal alternative estimation methods are also potentially good
ptions. For example, given the discrete count-nature of the acci-
ent data, a Poisson approach may be appropriate. Row (2) of
able 4 provides estimates using a fixed-effect Poisson estimation
pproach and shows similar inference to the WLS estimates.15 Next
e note that frequently in the accident literature the dependent

ariable will be divided by a measure of population to generate
n accident rate and a logit or probit approach will be utilized. In
ow (3) we have taken this approach, using a probit model to esti-
ate the effects of casino entry. Again results prove robust as the

stimated marginal effects are very similar to the WLS estimates.
he last alternative estimation approach tests the sensitivity of the
asic results to the use of county fixed effects. We recognize that
hree of the control variables we use are measured at the state level:
eer tax, zero-tolerance laws, and lower BAC requirements. In row
4) we employ state rather than county fixed effects; the estimates
emain very similar to our original estimates.

Next, we checked the robustness of our chosen specification.
irst, to this point, we have considered a county to be a “casino
ounty,” with the casino dummy variable equal to one if a casino
as open within a county’s borders at any point during a calendar

ear. We could have weighted the casino dummy differently for

he first year a casino is present in a county, because the impact

ay be lessened if the casino was not operating for the entire
ear. Alternatively, we could have considered a county as only hav-
ng been affected by the casino’s presence for a given year if the

15 Due to a limitation in the Stata programming, the estimation is not weighted
nd the standard errors from these estimates were clustered at the county, rather
han the state level.
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asino was present before the beginning of that year. So, in order
o test our results to the sensitivity of the first year weighting we
enerate estimates where the year the casino opens is given half-
eight (C = 0.5) or no weight (C = 0). As detailed in rows (5) and

6) of Table 4, the overall impact of casinos remains both quanti-
atively and qualitatively the same regardless of how we treat the
asino dummy variable and the corresponding casino-population
nteraction during the first year of a casino presence. Next we con-
ider the robustness of our dependent variable definition. Instead
f using the log of ARFAs where driver BAC exceeded 0.08, we could
ave chosen the log number of fatal accidents involving any alco-
ol. When we do this the outcome is nearly the same, as shown in
ow (7).

In our final set of robustness tests, we test whether the sample
roup we have been using is unduly influencing the results. We
est three alternative samples. In the first alternative, we restrict
he control group to only those states with a casino present at
ome point during the sample time-frame (1990–2000). From the
erspective of cultural or regional driving norms, the non-casino
ounties from states with some casino presence may provide a bet-
er control group.16 The results of this test are reported in row (8);
he story remains virtually unchanged. Next, on a similar theme,
e used a logistic regression to calculate propensity scores for each

ounty as a means of matching the treatment counties to the most
imilar control counties in the sample. Results of this examination
re presented in row (9) and also prove robust, albeit less pre-
isely measured. Finally, thus far we have been using a balanced
ample of counties, which has imposed a strong restriction on the
ata. So, in our last robustness check we replicate the analysis from
able 2, column (1), utilizing the much larger unbalanced sample.
lthough the estimated effect of casino entry on the mean popu-

ation is larger, the inclusion of these additional counties does not
lter our qualitative findings.

Overall, the results detailed in Table 4 provide us with a broad
nd comprehensive picture of the nature of the measured effects.
nder most of the alternatives, we estimate an effect that is slightly

tronger than the basic estimates. Under a few of the alternatives,
he precision is smaller, but, regardless of empirical assumptions,
he qualitative conclusions of the primary model remain intact. We
herefore regard our results presented in Table 2, column (1) as
eing robust and fairly conservative estimates for the impact of
asinos on ARFAs.

.3. Border county analysis

In Section 2 of the paper we advanced several potential
echanisms that might explain how opening a casino might

mpact alcohol-related fatal accidents. One such mechanism for
n increase in drunk driving rates comes from the existing liter-
ture on consumer behavior which suggests that small differences
n consumer utility can prompt changes in driving habits. In partic-
lar, if casinos act as a destination and attract people from a wide
rea, we could see an increase in accident deaths in counties near
casino county, as well as in the county in which the casino is

ocated. Returning to Table 2, we address this possibility by testing
or casino effects on fatal accidents in counties adjoining the casino
ounties. If there are increases in ARFAs in the adjoining counties

fter casinos open, this is suggestive that people are driving greater
istances in response to this change in their incentives.

Our specification of this analysis, presented in Eq. (2) below, is
early identical to that presented in Eq. (1), except we now include

16 For these estimates, we exclude counties from states such as Maine and South
arolina, which do not have any casinos present between the years 1990 and 2000.
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Table 4
Robustness checks of the basic results.

Model Casino dummy (C) Casino-population interaction (CP)a

(1) Basic specification (repeated from Table 2, column 1) 0.092** −0.058**

(0.041) (0.023)

Alternative estimation method
(2) Unweighted Poisson fixed effects 0.088*** −0.068***

(0.029) (0.015)
(3) Fixed effects probit (dep. variable is ARFA rate) (marginal effects shown) 0.069** −0.049**

(0.029) (0.020)
(4) State fixed effects (instead of county) 0.097** −0.048*

(0.046) (0.028)

Alternative specifications
(5) Casino dummy given half-weight during year casino opened, one thereafter 0.107** −0.061**

(0.050) (0.024)
(6) Casino dummy given zero-weight during year casino opened, one thereafter 0.099** −0.053**

(0.050) (0.021)
(7) Dep. variable is log of number of accidents involving any alcohol 0.096** −0.054**

(0.042) (0.023)

Alternative samples
(8) Only counties from a state with a casino (1,002 total counties) 0.099** −0.055**

(0.047) (0.022)
(9) Propensity score analysis (701 counties) 0.133* −0.109**

(0.072) (0.048)
(10) Unbalanced panel (3114 total counties) 0.120** −0.054**

(0.048) (0.021)

Notes: (1) Each row represents a separate regression on the dependent variable ARFAs. County and year fixed effects, as well as controls for accidents not involving alcohol,
population, beer tax, a zero-tolerance dummy, the local area unemployment rate, and minimum BAC levels are included in all regressions. For the sake of brevity, these other
variables are not shown here. Unless otherwise noted, the number of counties in consistent: 1568.
(2) Coefficient estimates and robust standard errors (corrected to allow for non-independence of observations within a state through clustering) are reported.
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a (Casino dummy) × [ln(population) − ln(mean population)].
* p < 0.1.

** p < 0.05.
*** p < 0.01.

ariable B, which is a dummy variable that is equal to one if a
ounty borders a county with a casino, and variable BP, which is
n interaction between the border county indicator and county
opulation:

RFAct = ˛c + �t + ˇ1Cct + ˇ2Pct + ˇ3CPct + ˇ4Bct + ˇ5BPct

+� ′Xct + εct (2)

This specification allows for two distinct treatment groups,
ounties with a casino and counties that border counties with a
asino, and a control group that consists of all remaining coun-
ies. This approach provides us not only the ability to estimate if
ny potential spillover effects of casinos exist in bordering coun-
ies, but, in the event spillovers are present, to also re-estimate the
mpact of casinos on drunk driving accidents in the casino counties
gainst a potentially more appropriate control group.

Results presented in the second column of Table 2 indicate that,
or counties of near the mean logged population, the opening of
casino increases ARFAs in border counties by a statistically sig-
ificant 10.7% and in the casino county itself by 11.7%. Moreover,
oth the county-population interaction variables are negative and
ignificant, indicating that again the size of the county plays an
mportant role in outcomes. We should point out that, while the
stimated border county interaction suggests that highly popu-
ated border counties could see a decline in ARFAs, given on the
ctual border county populations, these estimates would predict an
ncrease in ARFAs in nearly 90% of the border counties in the sample.
ith this in mind, these results suggest that there are generally rel-
vant spillover costs onto neighboring counties, as residents seem
o drive to and from casinos.

Overall, findings from this border county analysis seem to indi-
ate that increases in visitors from nearby areas are at least partially

r
d
w
a
p

esponsible for any net increases in ARFAs observed in the casino
ounties. And, from a policy perspective, this result suggests that
urisdictions that border casino counties should be aware of a
eightened risk of drunk drivers returning along major highways

rom the locations which have operating casinos.

. Conclusion

This paper is the first of which we are aware to show that casinos
mpact the fatal accident risk posed by drunk drivers. Specifically,

e find that the magnitude and direction of the effect is dependent
n the size of the population where the casino is opened. Thus,
n average, rural or moderately sized counties will likely see an
ncrease in alcohol-related fatal traffic accidents when casinos are
resent, but urban or greater-than-average populous counties may
e expected to see a decrease in alcohol-related fatal traffic acci-
ents when casinos are present. Among other factors, we believe
he net effect lies in the tradeoff between increases in the total
umber of miles driven while intoxicated in a county (increasing
isk), and the potential that casinos may act as a substitute to other
enues at which alcohol may be served (decreasing risk), with the
ormer being stronger in all but the most urban areas.

We have shown that this result is robust to the inclusion of
ontrols for area and time fixed effects, changes in population,
hanges in other policies that may impact drunk driving behav-
or (e.g., beer taxes, BAC laws), as well as changes in factors that

ay influence overall driving risk separate from drinking behavior
e.g., construction, weather). Furthermore, these estimates are also

obust to several alternative definitions of the control group, the
ependent variable, and to the estimation method selected (e.g.,
eighted least squares, Poisson, probit). Lastly, evidence from an

nalysis of border counties is consistent with the idea that the dis-
ersed nature of casinos creates a destination effect – particularly
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n less urban areas – that attracts people from surrounding juris-
ictions to drink and gamble, which leads to an increase in ARFAs

n the casino county, as well as in the bordering counties.
Overall, this study provides an important new piece of informa-

ion on the effects of casinos on local communities. This information
an be helpful to jurisdictions currently weighing the casino option,
s well as existing casino jurisdictions attempting to address the
ocial impacts from casinos. In particular, we hope that this study
ill provide increased awareness about the potential problems that

asino introduction can create, especially on rural highways, and
hat local communities will take the appropriate steps necessary
o increase the private costs associated with the decision to drink
nd drive.
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